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2002 Max Jacob Memorial Award Lecture

Thermal Processing of Materials:
From Basic Research to
Engineering

This paper reviews the active and growing field of thermal processing of materials, with

a particular emphasis on the linking of basic research with engineering aspects. In order
to meet the challenges posed by new applications arising in electronics, telecommunica-
tions, aerospace, transportation, and other areas, extensive work has been done on the
development of new materials and processing techniques in recent years. Among the
materials that have seen intense interest and research activity over the last two decades
are semiconductor and optical materials, composites, ceramics, biomaterials, advanced
polymers, and specialized alloys. New processing techniques have been developed to
improve product quality, reduce cost, and control material properties. However, it is

Yogesh Jaluria necessary to couple research efforts directed at the fundamental mechanisms that govern
Fellow ASME, materials processing with engineering issues that arise in the process, such as system
Board of Governors Professor, design and optimization, process feasibility, and selection of operating conditions to
Department of Mechanical and Agrospace achieve desired product characteristics. Many traditional and emerging materials pro-
Engineering, cessing applications involve thermal transport, which plays a critical role in the determi-
Rutgers, The State University of New Jersey, nation of the quality and characteristics of the final product and in the operation, control,
New Brunswick, NJ 08903 and design of the system. This review is directed at the heat and mass transfer phenomena

underlying a wide variety of materials processing operations, such as optical fiber manu-
facture, casting, thin film manufacture, and polymer processing, and at the engineering
aspects that arise in actual practical systems. The review outlines the basic and applied
considerations in thermal materials processing, available solution techniques, and the
effect of the transport on the process, the product and the system. The complexities that
are inherent in materials processing, such as large material property changes, compli-
cated and multiple regions, combined heat and mass transfer mechanisms, and complex
boundary conditions, are discussed. The governing equations for typical processes, along
with important parameters, common simplifications and specialized methods employed to
study these processes are outlined. The field of thermal materials processing is quite
extensive and only a few important techniques employed for materials processing are
considered in detail. The effect of heat and mass transfer on the final product, the nature
of the basic problems involved, solution strategies, and engineering issues involved in the
area are brought out. The current status and future trends are discussed, along with
critical research needs in the area. The coupling between the research on the basic
aspects of materials processing and the engineering concerns in practical processes and
systems is discussed in detdiDOI: 10.1115/1.1621889

Introduction rial in crystal growing due to temperature and concentration

Materials processing is one of the most important and aCtidifferences, for i_nstance, can aff_ect the quality of the crystal and,

P 9 p . Yfius, of the semiconductors fabricated from the crystal. Therefore,

. SR i . Nfis important to understand these flows and develop methods to
tional competition, it is has become crucial to improve the presepfinimize or control their effects. Similarly, the profile of the
processing techniques and the quality of the final product. N&yéck-down region in an optical fiber drawing process is largely
materials and processing methods are needed to meet the grov§gerned by the viscous flow of molten glass, which is in turn
demand for special material properties in new and emerging afetermined by the thermal field in the glass. The buoyancy-driven
plications related to diverse fields such as environment, energgws generated in the liquid melt in casting processes strongly
bioengineering, transportation, communications, and computersinfluence the microstructure of the casting and the shape, move-
is also critical to use the fundamental understanding of materiaigeent and other characteristics of the solid-liquid interface. In
processing in the design and optimization of the relevant systembemical vapor deposition, the heat and mass transfer processes

Heat transfer is extremely important in a wide range of matergletermine the deposition rate and uniformity, and thus the quality
als processing techniques such as crystal growing, casting, glasshe thin film produced. The transport in furnaces and ovens
fiber drawing, chemical vapor deposition, spray coating, soldétsed for heat treatment strongly influence the quality of the
ing, welding, polymer extrusion, injection molding, and compog?roduct.

ite materials fabrication. The flows that arise in the molten mate-AS & consequence of the importance of heat and mass transfer
in materials processing, extensive work is presently being directed

Contributed by the Heat Transfer Division for publication in tf@BRNAL OF at this afea' But what is Ofte_” lacking is the.llnk bEtwe.en the basic
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 21Mechanisms that govern diverse processing techniques and the
2003; revision received June 12, 2003. Editor: V. K. Dhir. thermal systems needed to achieve the given process. On the one
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Table 1 Different types of thermal materials processing opera-
tions, along with examples of common techniques

transfer mechanisms. A few important materials processing tech-
nigues in which heat transfer plays a very important role are listed
in Table 1.

1. PROCESSES WITH PHASE CHANGE T . .
casting, continuous casting, crystal growing, drying This list contains both traditional processes ar]d new or emerg-
2. HEAT TREATMENT ' ing methods. In the former category, we can include welding,
annealing, hardening, tempering, surface treatment, metal forming, polymer extrusion, casting, heat treatment and dry-
3 FORC“‘/IJ{"\T% 8%II(E"|]?%ATIONS ing. Similarly, in the latter category, we can include crystal grow-
" ot e, et foming,exusin. {3 e
orging 1es, ) A )
4. CUTTING ‘ o _ o processing of nano-powders to fabricate system components, op-
laser and gas cutting, fluid jet cutting, grinding, tical fiber drawing and coating, microgravity materials processing,
5 BONrB?ﬁg”'L”FgOCESSES laser machining and reactive extrusion. The choice of an appro-
' soldering, welding, explosive bonding, chemical p{_late' mtﬂte:jlal for a %Iver;' aPp"t?anorf‘ Is an |mp0Ft6:jnt C%g;der-
bonding ation in the design and optimization of processes and sy S
6. POLYMER PROCESSING _ A few thermal materials processing systems are also sketched
. REAeé(_}ﬁ‘\J/Sl:logh'gé‘éggl”\I“G‘)'d'”gv thermoforming in Fig. 1. These include the optical glass fiber drawing process in
' chemical vapor deposition, food processing Wh'Ch a speCIa_.IIy .fabncated glass prefom.‘ is heated and (_:i_rawn
3. POWDER PROCESSING into a fiber, thin fllm fabrication py qhemlc;al vapor deposmpn
powder metallurgy, sintering, sputtering, processing of (CVD), Czochralski crystal growing in which molten material
nano-powders and ceramics such as silicon is allowed to solidify across an interface as a seed
9. GLA?;;T?&E%%,\'V%Q glass blowing, annealing crystal is withdrawn, and screw extrusion in which materials such
10. COATING ' ' as plastics are melted and forced through a die to obtain specific
thermal spray coating, polymer coating dimensions and shape. In all these processes, the quality and char-
pray p p q
11. OTHER PROCESSES

acteristics of the final product and the rate of fabrication are

strong functions of the underlying thermal transport processes.
Many books and review articles have discussed important practi-
cal considerations and the fundamental transport mechanisms in
the area of manufacturing and materials procesg2es.

composite materials processing, microgravity
materials processing, rapid prototyping

hand, considerable effort has been directed at specific manufactyr- . . .
ing systems, problems and circumstances in order to develop ng@sm Research Versus Engineering
products, reduce costs and optimize the process. Much of thisResearch in thermal materials processing is largely directed at
effort has been based on expensive and time-consuming expthe basic processes and underlying mechanisms, physical under-
mentation on practical systems. On the other hand, detailed standing, effects of different transport mechanisms and physical
search has been carried out to extract the main underlying featuypesameters, general behavior and characteristics, and the thermal
of the processes, develop new solution methods to simulate comecess undergone by the material. It is usually a long-term effort,
plex transport circumstances that arise, and to obtain a much bghich leads to a better quantitative understanding of the process
ter understanding of the governing mechanisms. However, quamder consideration. However, it can also provide inputs, which
titative information on the dependence of product quality, procesan be used for design and development.
control and optimization on the thermal transport is often unavail- Engineering studies in materials processing, on the other hand,
able The coupling between practical engineering systems and #re concerned with the design of the process and the relevant
basic transport mechanisms is a very important aspect that shothldrmal system, optimization, product development, system con-
be considered, so that the current and future research on thertmeal, choice of operating conditions, improving product quality,
materials processing has a strong impact on the design, contediuction in costs, process feasibility, enhanced productivity, re-
and optimization of the relevant thermal systems. For instance, peatability, and dependability.
understanding of the microscale mechanisms that determine maFigure 2 shows a schematic of the different steps that are typi-
terial characteristics is important, but these must be linked witlally involved in the design and optimization of a system. The
the boundary conditions that are usually imposed at the macrigrative process to obtain an acceptable design by varying the
cale level in the system. design variables is indicated by the feedback loop connecting
This review paper is directed at these important issues, focusisignulation, design evaluation and acceptable design. There is a
on the heat and mass transfer involved with materials processiegdback between simulation and modeling as well, in order to
and linking these with the characteristics of the product and witmprove the model representation of the physical system on the
the system. However, it must be noted that the concerns, questibasis of observed behavior and characteristics of the system, as
and considerations presented in this paper are not unique to teained from simulation. Optimization of the system is under-
field of materials processing. Other traditional and emerging areagen after acceptable designs have been obtained.
like those concerned with safety, cooling of electronic systems,Some of the important considerations that arise when dealing
automobile and aircraft systems, space, and energy also involigh the thermal transport in the processing of materials are given
research on the basic transport processes and these need tim d@ble 2. All these considerations make the mathematical and
linked with engineering issues. numerical modeling of the process and the associated system for
materials processing very involved and challenging. Special pro-
. . cedures and techniques are generally needed to satisfactorily
Thermal Processing of Materials simulate the relevant boundary conditions and material property
Thermal processing of materials refers to manufacturing andriations. The results from the simulation provide inputs for the
material fabrication techniques that are strongly dependent on tiesign and optimization of the relevant system, as well as for the
thermal transport mechanisms. With the substantial growth in nehoice of the appropriate operating conditions. Experimental tech-
and advanced materials like composites, ceramics, different typegques and results are also closely linked with the mathematical
of polymers and glass, coatings, specialized alloys and semicomedeling in order to simplify the experiments and obtain useful
ductor materials, thermal processing has become particularly inesults in terms of important dimensionless parameters.
portant since the properties and characteristics of the product, a#t is necessary for heat transfer researchers to thoroughly un-
well as the operation of the system, are largely determined by helarstand the concerns, intricacies and basic considerations that
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Fig. 1 Sketches of a few common manufacturing processes that involve thermal transport in the material being processed: (@)

optical fiber drawing; (b) chemical vapor deposition;  (c) Czochralski crystal growing; and  (d) plastic screw extrusion.
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Fig. 2 Various steps involved in the design and optimization of a thermal system and in the implementa-
tion of the design

characterize materials processing in order to make a significamll as in obtaining and comparing alternative designs by predict-
impact on the field and to play a leadership role. The dependering the performance of each design, ultimately leading to an op-
of the characteristics of the final product on the heat transfer muishal design.
be properly understood and characterized so that analysis or exA mathematical model is one that represents the performance
perimentation can be used to design processes to achieve desared behavior of a given system in terms of mathematical equa-
product characteristics and production rates. tions. These models are the most important ones in the design of
thermal systems, since they provide considerable flexibility and
. . versatility in obtaining quantitative results that are needed as in-
Mathematical Modeling puts for design. Mathematical models form the basis for simula-
Modeling is one of the most crucial elements in the design ari@n, so that the behavior and characteristics of the system may be
optimization of thermal materials processing systems. Practidavestigated without actually fabricating a prototype. In addition,
processes and systems are generally very complicated and mughiessimplifications and approximations that lead to a mathematical
simplified through idealizations and approximations to make thgodel also indicate the dominant variables in a problem. This
problem solvable. This process of simplifying a given problem stelps in developing efficient physical or experimental models.
that it may be represented in terms of a system of equations, fdumerical models are based on the mathematical model and allow
analysis, or a physical arrangement, for experimentation, @€ to obtain, using a computer, quantitative results on the system
termed modeling. Once a model is obtained, it is subjected tobghavior for different operating conditions and design parameters.
variety of operating conditions and design variations. If the model
is a good representation of the actual system under consideratio
the outputs obtained from the model characterize the behavior o
the given system. This information is used in the design process ageneral Equations. The governing equations for convective
heat transfer in materials processing are derived from the basic
conservation principles for mass, momentum and energy. For a
pure viscous fluid, these equations may be written as

overning Equations

Table 2 Important considerations in thermal materials
processing

Dp —
—+pV-V=0 1)
1. COUPLING OF TRANSPORT WITH MATERIAL Dt
CHARACTERISTICS —
different materials, properties, behavior, material DV —
structure Por = F+V.7 (2
2. VARIABLE MATERIAL PROPERTIES t
strong variation with temperature, pressure and
concentration C T_V KVT)+ O+ T%-i- ® 3
3. COMPLEX GEOMETRIES PCopr =V (KVT)+Q+ BT 5+ 1 @)
complicated domains, multiple regions
4. COMPL_ICA'I;ED B(‘?_%'NDARY %_ONdDITI%NS Here,D/Dt is the substantial or particle derivative, given in terms
5. INTERACTON BETWEEN DIFEERENT of the local derivatives in the flow field bp/Dt=a/gt+V.V.
MECHANISMS The other variables are defined in the Nomenclature.
surface tension, heat and mass transfer, chemical For a solid, the energy equation is written as
reactions, phase change
6. MICRO-MACRO COUPLING DT T — -
micro-structure changes, mechanisms operating at pCpﬁ= E+V-VT=V-(kVT)+Q (4)
different length and time scales
7. COMPLEX FLOWS 3 _
non-Newtonian flows, free surface flows, powder and where the specn_‘lc heats at constant pressure ano_l at constant vol
particle transport ume are essentially the same for an incompressible fluid. If the
8. INVERSE PROBLEMS solid is stationary, the convection term drops out and the particle
non-unigue multiple solutions, iterative solution derivative is replaced by the transient te#¥t, resulting in the
9. D'FﬁaEsFiE'\éﬁeErmfngeTegﬁggcii fuid iet. heat conduction equation. In a deforming solid, as in wire drawing,
10. SYSTEM OPTIMIZATION AN'Dgco'NTR(l)L’ extrusion or fiber drawing, the material is treated as a fluid, with

link between heat transfer and manufacturing system an appropriate constitutive equation, and the additional terms due
to pressure work and viscous heating are generally included. In

960 / Vol. 125, DECEMBER 2003 Transactions of the ASME
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the preceding equations, the material is taken as isotropic, with 3¢ being the corresponding specific heat a#fi the enthalpy at
properties, which are taken as variable, assumed to be the samein Then, the solid and liquid enthalpies are given by, respec-
all directions. For certain materials, such as composites, thgely,
nonisotropic behavior must be taken into account.

The stress tensor in Eq2) can be written in terms of the Hs=CT H=CT+[(Cs—C)TrytLp] (10)

velocity V if the material characteristics are known. For instancevhereL,, is the latent heat of fusion, arifl, the melting point.

if u is taken as constant for a Newtonian fluid, the relationshigthe continuum enthalpy and thermal conductivity are given, re-
between the shear stresses and the shear rates, given by Staiesitively, as

are employed to yield

_ H:Hs+f|(H|7Hs) k:ks+f|(k|7ks) (11)
p_V:E,VerMVzVJr EV(VV) (5) Wheref, is the liquid mass fraction, obtained from equilibrium
Dt 3 thermodynamic considerations. The dynamic viscogitys ex-

n pressed as the harmonic mean of the phase viscosities, employing
the limit ug—, i.e., =, /f,. This model smears out the dis-
crete phase transition in a pure material. But the numerical mod-
eling is much simpler since the same equations are employed over

= e ; the entire computational domain and there is no need to keep track

Buoyancy Effects. The body forceF is important in man X L

yancy y P y m he interface between the two pha$#8—15. In addition, im-

manufacturing processes, such as crystal growing and cast : . .
where it gives rise to the thermal or solutal buoyancy term. THg. € materlal’l]s, mixtures and alloys can be treated very easily by
is approach.

governing momentum equation is obtained from Es), when

Here, the bulk viscosit)K =\ +(2/3)u is taken as zero. For al

incompressible fluidp is constant, which give§ - V=0 from Eg.
(1). Then, the last term in E@5) drops out.

thermal buoyancy is included, as Chemically Reactive Flows.Combined thermal and mass
vi - transport mechanisms are important in many materials processing
p—=—egpB(T—T,) — Vpy+ uV2V (6) circumstances, such as chemical vapor deposition gnd processing
Dt of food, reactive polymers, and several other materials with mul-

wherepy is the dynamic pressure, obtained after subtracting oﬂ?le s_pecies. Cher_nical reactions occurring in chemical_ly _reactive
the hydlfjostatic pressure, pThereforépd is the component due to materials substantially alter the structure and characteristics of the

fluid motion, as discussed by Jalufi@] and Gebhart et a[.10]. product[16,17].

Boussinesq approximations, that neglect the effect of the densi}t%/A simple approach to model the chemical conversion process in
variation in the continuity equation and assume a linear variatigfieCtive materials, such as food, is based on the governing equa-
of density with temperature, are employed here. However, fpn for chemical conversion, given &88]

many practical cases, these approximations can not be used. The d ~ ~

governing equations are coupled because of the buoyancy term in a[(l—x)]= —K(1-X)" (12)

Eq. (6) and must be solved simultaneou$iy].

Viscous Dissipation. The viscous dissipation termd in Eq.  WhereX is the degree of conversion, defined as,

(3) represents the irreversible part of the energy transfer due to the ~ M,—M,
shear stress. Therefore, viscous dissipation gives rise to a thermal X= (13)
source in the flow and is always positive. For a Cartesian coordi- Mi =M
nate systemd is given by the expression hereM is the amount of unconverted material, with subscripts
au\2 [av\2 [ow\2 o ou\? fow  dv\? andt referring to the amounts at the initial condition, final condi-
=2 — +(_) +(_) =+ _) +(_+ _) tion and at timet. The order of the reaction i;m andK is the
(28 ady Jz X dy dy 9z reaction rate, these generally being determined experimentally.
. aw\2 2 . Similayly, chemical kinetics plfiy a critical role in the deposition of
=+ —] —=(V-V)? ) material from the gas phase in chemical vapor deposition systems
dz  ox 3 [19,20].

Similarly, expressions for other coordinate systems may be ob-
tained. This term becomes important for very viscous fluids, such

as glass, plastics and food, and at high speeds. Idealizations and Simplifications

Processes With Phase Changévany material processing In order to develop an appropriate mathematical model for a
techniques, such as crystal growing, casting, and welding, involg&en materials processing system, several idealizations and sim-
a phase change. Two main approaches have been used forgiifecations are made to make the problem amenable to an analyti-
numerical simulation of these problems. The first one treats thal or numerical solution. A general procedure, which includes
two phases as separate, with their own properties and charactetissiderations of transient versus steady-state transport, number
tics. The interface between the two phases must be determinebgapatial dimensions needed, neglecting of relatively small ef-
that conservation principles may be applied tHérd2]. This be- fects, idealizations such as isothermal or uniform heat flux condi-
comes fairly involved since the interface location and shape mugins, and characterization of material properties, may be adopted
be determined for each time step or iteration. to obtain the usual simplifications in analy$is.

In the second approach, the conservation of energy is consid-

ered in terms of the enthalpyl, yielding the governing energy  Boundary Conditions. Many of the boundary and initial con-
ditions used in materials processing are the usual no-slip condi-

equation as ) _ !
tions for velocity and the appropriate thermal or mass transfer
DH — conditions at the boundaries. Similarly, the normal gradients are
PEZPEJFPV'VH:V'("VT) (8) taken as zero at an axis or plane of symmetry, temperature and
heat flux continuity is maintained in going from one homogeneous
where each of the phase enthalpitsis defined as region to another, and initial conditions are often taken as zero
T flow at the ambient temperature, representing the situation before
Hi:f CdT+H? (9) the onset of the process. For periodic processes, the initial condi-
0 tions are arbitrary.
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screw Problem is obtained if the edge of the rod is far from the inlet and

Heated Barrel ] if the boundary conditions are steady. Transient problems arise for
small lengths of the rod at short times following the onset of the

process, and for boundary conditions varying with tifrigt].

~ Die Similarly, coordinate transformations are employed to convert

transient problems to steady state ones in other circumstances.

In the case of a single-screw extruder, shown in Fig. 3, the
coordinate system is generally fixed to the rotating screw and the
channel straightened out mathematically, ignoring the effects of
curvature. Then the complicated flow in the extruder is replaced
by a simpler pressure and shear driven channel flow, with shear
arising due to the barrel moving at the pitch angle over a station-
ary screw.

The basic nature of the underlying physical processes and the
simplifications that may be obtained under various circumstances
can be best understood in terms of dimensionless variables that
arise when the governing equations and the boundary conditions
are nondimensionalized. The commonly encountered governing

Fully developed Isothermal Flow at the Inlet dimensionless parameters are the Strouhal number Sr, the Rey-
\Hopper(lnlet) isothermal Barrel at T, Die(outlet) nolds number Re, the Grashof number Gr, the Prandtl number Pr
u=V,, W=V, T=T, / l and the Eckert number Ec. These are defined as
3
515 a  a ey=0 VAR (Te—TL® v
Tl Q " Sr= , Re=—, Grzgﬂ%, Pr=—,
v xu =0, w=0, T/ay=0 \ l B Vit v v a
W Adiabatic Screw V2
C
) . ) ) Ec=~———— (15)
Fig. 3 Screw channel and simplified computational domain for Cp(TS_Ta)

a single-screw extruder whereV, is a characteristic speetl,a characteristic dimension,

andt. a characteristic time. The dimensionless equations may be

. . used to determine the various regimes over which certain simpli-
At a free surface, the shear stress is often specified as zg{Qajions can be made, such as creeping flow at small Re and

yielding a Neumann condition of the fora/dn=0, if negligible  boundary layer at large Re.

shear is applied on the surface. In general, a balance of all the

forces acting at the surface is used to obtain the interface. As

considered in detail by Roy Choudhury et f21] and as pre- Material Considerations

sented later, the free surface may be determined numerically bX/ iable P . Th . fth ial und
iterating from an initial profile and using the imbalance of the ariable Properties. e properties of the material undergo-

forces for correcting the profile at intermediate steps, finally yield?d thermal processing are very important in the modeling of the

ing a converged profile. In a stationary ambient medium, far froRyocess, in the interpretation of experimental results and in the

the solid boundaries, the velocity and temperature may be givgﬂtermlnatlon of the characten_stlcs of the final product. The
Vo0 T—T. asne. However frequently the condition ranges of pressure, concentration and temperature are usually
as v—u, a : » 1r€q Yy large enough to make it necessary to consider material property

dV/on—0 is used, instead, in order to allow for entrainment intQariations_ Usua”y’ the dependence of the properties on tempera-
the flow. The use of this gradient, or Neumann, condition genefrre T is the most important effect. This leads to nonlinearity in

aIIy allows the use of a much smaller Computational domain, thQﬁe governing equa’[ions and coup|es the flow with the energy
that needed for a given value, or Dirichlet condition, imposed afansport. Thus the solution of the equations and the interpretation
the velocityV [22]. of experimental results become more involved than for constant

If a change of phase occurs at the boundary, the energy gieperty circumstances. Average constant property values at dif-
sorbed or released due to the change of phase must be taken fietent reference conditions are frequently employed to simplify
account. Thus, the boundary conditions at the moving interfatdee solution[25,26]. However, most manufacturing processes re-
between the two phases must be given if a two-zone modeldgire the solution of the full variable-property problem for accu-
being used. This is not needed in the enthalpy model mentionede predictions of the resulting transport.
earlier. For one-dimensional solidification, this boundary condi- The variation of dynamic viscosity requires special consider-
tion is given by the equation ation for materials such as plastics, polymers, food materials, sev-

eral oils and rubber, that are of interest in a variety of manufac-
‘7_TS_ 0_1-':[) E (14) turing processes. Most of these materials are non-Newtonian in
® gy "oy "dt behavior, implying that the shear stress is not proportional to the
eshear rate. Thus, the viscosjtyis a function of the shear rate and,
therefore, of the velocity field. The viscosity is independent of the
ear rate for Newtonian fluids like air and water, but increases or
ecreases with the shear rate for shear thickening or thinning flu-
ids, respectively. These are viscoinelagparely viscous)luids,
e‘é(HiCh may be time-independent or time-dependent, the shear rate
being a function of both the magnitude and the duration of shear
in the latter case.

Other Simplifications. In the case of material flow in a mov- Various models are employed to represent the viscous or rheo-
ing cylindrical rod or a plate for extrusion or hot rolling, thelogical behavior of fluids of practical interest. Frequently, the fluid
temperature T is a function of time and location if a Lagrangiais treated as a Generalized Newtonian FI(@&NF) with the non-
approach is used to follow a material element. However, by plaslewtonian viscosity function given in terms of the shear rate
ing the coordinate system outside the moving material, a steaahich is related to the second invariant of the rate of strain tensor.

wherey= 6 is the location of the interface. This implies that th
energy released due to solidification is conveyed by conduction
the two regions. Similarly, the boundary condition may be writte
for two or three-dimensional solidificatidri2]. For a stationary
interface, as in crystal growing shown in Figicland for con-

tinuous casting, the appropriate boundary condition has b
given by Siege[23].
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For instance, time-independent viscoinelastic fluids without a Nano, Micro, and Macro-Scale Coupling.The characteristics
yield stress are often represented by the power-law model, givend quality of the material being processed are generally deter-
by [27] mined by the transport processes occurring at the micro or nano-
n_1 meter scale in the material, for instance at the solid-liquid inter-
ﬂ E (16) face in casting, over molecules involved in a chemical reaction in
dy dy chemical vapor deposition and reactive extrusion, or at sites where
where K, is the consistency index, amithe power law fluid defects are formed in an optical fiber. However, engineering as-
index. Note thah=1 represents a Newtonian fluid. Fo 1, the

pects are generally concerned with the macroscale, involving
behavior is pseudoplastishear thinningand forn>1, it is dila- Q

Tyx=— RN¢

practical dimensions, typical physical geometries and appropriate

tant (shear thickening). Then the viscosity variation may be wri oundafles. It is crucial to !'nk the two app_roache_s so that the
ten ag[27] : ppropriate boun'dary con.dltlons fqr a de5|r§q micro or nano-
structure can be imposed in a physically realistic system. A con-

y\n1t siderable interest exists today in this aspect of materials process-
,u=,uo(.—) e b(T-To) (17) ing. For instance, interest lies in understanding microscopic
Yo phenomena associated with solidification and intense current re-

where search work has been directed at this problem. The solidification
) o110 front can be divided into various morphological forms such as

il (5_W with = 28 _ow planar, cellular and dendritic. Various models have been proposed

ay ay ' TGy Ty R Gy and studied 34].

18) Similarly, detailed experimental work on the chemical conver-
sion of starches has been carried l&]. The order of the reac-
tion m in Eq.(12) has been shown to be zero for starches and the

Wate of the reactiork given as a combination of therm@l) and
shear(S) driven conversion as

y=

for a two-dimensional flow, wittu and w varying only withy.

Similarly, expressions for other two- and three-dimensional flo

may be written. Herey is the shear strain rate, the subscript

denotes reference conditions ands the temperature coefficient

of viscosity. For food materials, the viscosity is also a strong K=K:;+Ksg (20)

function of the moisture concentratiar,. In addition, chemical

changes, that typically occur at the microscale level in the mat&here

rial, affect the viscosity and other properties. Other models, be- — _ — _

sides the power-law model, are also employed to represent differ- Kr=Kroexi~Er/RT)  Ks=Ksoexp(~Es/ry) (21)

ent material§27-29. Here, 7 is the shear stress, anglis a constant, which is obtained
Glass is another very important material. It is a supercoole&xperimentally for the material, along with other constants in the

liquid at room temperature. The viscosity varies almost exponegquation. A simple approximation may be applied to model the

tially with temperature. Even a change of a few degrees in terdlegree of conversion defined in E4.3), as given by35]

perature in the vicinity of the softening point,,, which is ~

around 1600°C for fused silica, can cause substantial changes in Wd_X: K 22)

viscosity and thus in the flow field and the transpB6]. An dz

equation based on the curve fit of available data for kinemath: i th locity in the d h | directi .
viscosity v is written for silica, in S.I. units, as ere, w is the velocily in the down-channel direction z In an

extruder. Thus, numerical results on conversion in the channel are
Tm obtained by integrating this equation.

v=4545.45 GXP"Z(?_l) (19) Another area in which the changes at the molecular level are
considered is that of generation of defects in optical fiber drawing.

indicating the strong, exponential, variation:olvith temperature. The differential equation for the time dependence offfhelefect

The heat transfer is further complicated by the fact that glass iséncentration was formulated by Hanafusa ef36] based on the

participating medium for thermal radiation. The absorption coefheory of the thermodynamics of lattice vacancies in crystals. It

ficient is a strong function of the wavelengttand the radiation is was assumed that tHe' defects are generated through breaking

absorbed and emitted over the volume of the material. A two-bagfl the Si-O band, and, at the same time, some of the defects

spectral absorption model has been used extensively for studyfgombine to form Si-O again. If the concentration and activation

the thermal transport in the neck-down region of a furnace-dravghergy of theE’ defects are represented by andE,, and those

optical fiber[31,32]. _ _ _ of the precursors by, andE,, the differential equation is given
There are several other important considerations related to

terial properties, such as constraints on the temperature level in

the material, as well as on the spatial and temporal gradients, for dng N E, . Eqy
instance in the manufacturing of plastic-insulated wif&s]. ar MV EXP T TNt eXy T (23)

Similarly, constraints arise due to thermal stresses in the material

and are particularly critical for brittle materials such as glaSS amﬂ"]ere, ¥ is the frequency factor for this reaction’ aﬁdthe
ceramics. Boltzmann constant. The first term on the right hand side of this
equation expresses the generation of the defects while the second

. . term expresses the recombination. Thus the distribution of these
Link Between Transport Processes and Material Character- defects in the fiber may be calculatia¥].

istics. Numerical and experimental investigation can lead to the
prediction of the thermal history of the material as it undergoes alnverse Problems. Material behavior can often be employed
given thermal process. Similarly, the pressure, stress, mass transdetermine the thermal cycle that a given material must undergo
fer, and chemical reactions can be determined. The next and garerder to achieve desired characteristics. Metallurgical consider-
ticularly critical step is to determine the changes in the structuegions for steel, for instance, indicate the thermal process needed
or composition of the material as it goes through the system. Bigir annealing, which is an important process employed for reliev-
this requires a detailed information on material behavior and hang the stresses in the material and restoring the ductility. The
structural or chemical changes occur in the material as a conffeermal processing involves heating of the material to the anneal-
guence of the temperature, pressure and other conditions to whiof) temperature of around 723°C for common sheet steel, main-
it is subjected. taining the temperature at this value for a given time, known as
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soaking period, so that this temperature level is attained every-In materials processing, both transient and steady-state solu-
where in the material and the internal stresses are relieved, initi@ns are of interest, depending on the process under consider-
slow cooling to allow the microstructure to settle down, and finaltion. In the former case, time marching is used with convergence
rapid cooling to reduce total time38]. at each time step to obtain the time-dependent variation of the
Since our interest lies in determining the conditions that woullansport. For steady problems also, time marching may be used to
yield the desired temperature variation in the material, this is atain steady-state results at large time. The problem can also be
inverse problem. Analysis only yields the outputs on system bselved by iteration or by using false transients, with large time
havior for given inputs, rather than solve the inverse problem sfeps. Though central differences are desirable for all the approxi-
yielding the inputs needed for a desired behavior. This latter proimations, numerical instability with the convection terms is often
lem is fairly difficult and has to be solved in order to select thavoided by the use of upwind, exponential or power-law differ-
design variables. The solution is not unique and efforts have to becing schemept3]. Because of the inaccuracy due to false dif-
made to narrow the domain over which design parameters afadion, second-order upwind differencing and third-order QUICK
operating conditions are to be chosen. Iteration is generally neachemes have become quite popular for discretizing the convec-
essary to obtain a satisfactory design. Optimization strategies nman terms[44]. Under-relaxation is generally needed for conver-
be used to obtain an essentially unique solufid®]. gence due to the strong nonlinearities that arise in these equations
mainly due to property variations. Finite element and boundary
element methods have also been used advantageously to simulate

. . . . th tems.
Solution Techniques and Simulation ese sysiems

) . ) . Experimental. Experimental work is particularly important

Analytical. - Due to the complexity of the governing equationsy 3 study of thermal processing of materials. This is needed for
and the boundary conditions, analytical methods can be usedgifhancing the basic understanding of the underlying transport pro-
very few practical circumstances and numerical approaches @i&ses, providing physical insight that can be used in the devel-
generally needed to obtain the solution. However, analytical solgpmem of mathematical and numerical models, determining im-
tions are very valuable since they provide results that can be usftant aspects and variables, providing results for validation of
for validating the numerical model, physical insight into the basigathematical and numerical models, and yielding quantitative re-
mechanisms and expected trends, and results for limiting @ijts that can be used to characterize processes and components in
asymptotic conditions. _ the absence of accurate and dependable models. There are many

Consider, for example, the complex flow in a screw extruder, @mplex transport processes where experimental results are
shownin Fig. 1(d). This flow can be simplified and transformed tQeeded to guide the development of the model and also generate
a shear and pressure driven flow in a channel, as discussed eagigintitative data that can be used as empirical inputs if accurate
and as shown in Fig. 3. If a fully developed flow, for which thgnodeling is not possible. Many important techniques have been
velocity field remains unchanged downstream, is assumed, ap@yeloped in recent years on the measurement of flow, tempera-
lytical solutions can be obtained for Newtonian fluids. If the presyre and concentration distributions in a given system, and are

sure gradient is zero, the velocity profile is linear and the dimegging used in a variety of materials processing applications.
sionless flow rate, or throughput,,qwhich is the flow rate

divided by the product of wall speed and cross-sectional areagjs ical R Its F N ical Simulati

simply 0.5. For a favorable pressure gradient, i.e., pressure gpical kesults -rom Numerical simufation

creasing downstream, the throughput exceeds 0.5 and for an adFhe numerical results obtained for a few important processes
verse pressure gradient it is smaller than 0.5. Similarly, for fullgre presented here to illustrate the basic characteristics of thermal
developed flow in a die, the relationship between the pressymcessing of materials and some of the relevant considerations.
dropAp, across a cylindrical region of lengthand radiusk, and Even though extensive results have been obtained in various stud-
the mass flow raten was obtained by Kwon et a[40] for a ies, only a few typical results are presented.

ower-law non-Newtonian fluid as . . . .
P Polymer Extrusion. This is an important manufacturing pro-
n

oL ~ 3n+1 4m cess, which has been mentioned earlier and is sketched in Figs.
Ap= R n 3 (24) 1(d) and 3. Interest lies in the control and prediction of the heat
pmR transfer and flow in order to predict, improve and modify physical

and chemical changes undergone by the material as it moves

efficient. This expression can be used for several common dfi@Wn the extruder channel. Figure 4 shows typical computed ve-

and it also applies for relatively long cylindrical regions in prac-oc'ty and temperature fields in an extruder channe_l for a single-
tical dies[41]. screw extruder. Large temperature differences arise across the

channel height because of the relatively small thermal conductiv-

Numerical. The numerical solution of the governing equaity of plastics. There is little bulk mixing, due to the high viscos-
tions is based on the extensive literature on computational hést which is typically more than a million times that of water at
transfer[11,42], with the most commonly employed techniqueoom temperature. Reverse screw elements, sudden changes in the
being the SIMPLER algorithm, given by PatankdB], and the screw configuration and other such sharp changes in the channel
several variations of this approach. This method employs the findee often used to disrupt the well-layered flow and promote mix-
volume formulation with a staggered grid and solves for thimg. The extruded material temperature rises beyond the imposed
primitive variables, such as velocity, pressure, concentration abdrrel temperature due to viscous dissipation. Additional results
temperature. For two-dimensional and axisymmetric problemend trends are presented in several paf&re28].
the governing equations are often cast in terms of the vorticity andThe residence time distributiofRTD) is an important consid-
streamfunction by eliminating the pressure from the two comperation in the extrusion process. The residence time is the amount
nents of the momentum equation and by defining a streamfunctiohtime spent by a fluid particle in the extruder from the inlet to
to take care of the continuity equatiphl]. This reduces the num- the die. An excessive residence time can lead to over-processing
ber of equations by one and eliminates pressure as a varialde,degradation. Similarly, a short residence time can result in
though it can be calculated after the solution is obtained. Thimder-processing. The final product is, therefore, strongly affected
approach is generally advantageous, as compared to the primitdyethe residence time distribution since structural changes due to
variable approach, for two-dimensional and axisymmetric flowthermal processing and chemical reactions are usually time-
The latter approach is more appropriate for three-dimensiordgpendent. The RTD is a function of the flow field and can be
circumstances. numerically simulated by particle tracking. Several results are

Where;L:CA:(T)('y)l’” and 21T) is a temperature dependent co
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Fig. 4 Calculated velocity and temperature fields in the channel of a single screw extruder at n=0.5 and dimension-

less throughput q,=0.3, for typical operating conditions

given in the literature on RTD for different extrudéfs’,28,45]. It region is represented by the geometrically complex portion of the
is experimentally obtained by releasing a fixed amount of colextruder between the two screws. A hypothetical boundary is used
dye or tracer in the material at the inlet or hopper and measurit@ numerically separate the two regiof®7]. The finite-element
the flow rate of the dye material as it emerges from the extruderragthod is particularly well suited for the modeling of the complex
the other end. domain in a twin-screw extruder. Figure 6 shows the finite ele-
More recently, the use of twin-screw extruders for the procesgrent mesh used and some typical results on the transport in the
ing of polymeric materials has increased substantially. The mainixing or nip region of the extruder. Large gradients arise in
advantages of twin-screw extruders, over single-screw extrudesgessure, velocity and shear rate in the nip region, resulting in
are better stability, control and mixing characteristics. In twiBubstantial fluid mixing, unlike the small recirculation in single-
screw extruders, two screws are positioned adjacent to each ot§&ew extruders. Similarly, other approximations and results on
in a barrel casing whose cross section is in a figure of eight pafin-screw extruders have been presented in the literatg®
tern, see Fig. 5. Twin-screw extruders are of many types, such as,
intermeshing, non-intermeshing, co-rotating, counter-rotating, toOptical Fiber Drawing. The optical fiber drawing process
name a few. has become critical for advancements in telecommunications and
The flow domain of a twin-screw extruder is a complicated onetworking. In this process, as sketched in Fi@)la cylindrical
and the simulation of the entire region is very involeiB]. A rod, which is known as a preform and which is specially fabri-
major simplification in the numerical simulation is obtained bgated to obtain a desired refractive index variation, is heated in a
dividing the flow into two regions: the translation, or T regionfurnace and drawn into a fiber. Its diameter changes substantially,
and the mixing, or M region, as sketched in Fig. 5. This figursom 2—10 cm to around 12mm in a distance of only a few
schematically shows sections taken normal to the screw axescehtimeters. The radiative transport within the glass, which is a
tangential twin screw extruders. Due to geometric similarity, thgarticipating medium, is determined using the optically thick me-
flow in the translation region is analyzed in a manner identical @ium approximation or improved models such as the zonal
that for a single screw extruder. The intermeshing, or mixingnethod[49]. Interest lies in obtaining high quality optical fibers,

Journal of Heat Transfer DECEMBER 2003, Vol. 125 / 965

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Mixing Region end of the neck-down, in the small diameter region, and plays an
important role in maintaining the temperatures above the soften-
ing point[30].

The determination of the neck-down profile of the glass pre-
form as it is drawn into a fiber is a particularly difficult problem.
Relatively simple models had been employed in the past to study
the flow in this regior{ 50]. More recently, a combined analytical
and numerical approach, based on the transport processes and the

Translation Region

Screw Root surface force balance, was developed for the calculation of the
Barre! Wall neck-down profile[21]. Axisymmetric, laminar flows were as-
Counter-rotating sumed in the glass and in the circulating inert gases. A correction

scheme was obtained for the neck-down profile using the radially
lumped axial velocity, the normal force balance and the vertical
momentum equations. The profile was then determined numeri-
cally by iterating from an initial profile and using this scheme for
correcting the profile at intermediate steps, finally yielding a con-
verged profile.
Translation Region A typical example of the numerical generation of neck-down
profile with a cosinusoidal starting profile is shown in Figa)g It
is seen that, for the first few iterations, the neck-down profile is
quite unrealistic, with a flat region and an abrupt change in radius
near the end of neck down. But after a few iterations, the shape
becomes quite smooth and monotonically decreasing, eventually
reaching a steady, converged, profile, as indicated by the invari-
Barrel Wall ance of the profile with further iterations. For convergent cases,
perturbations to the initial profile and different starting shapes lead
to the converged neck-down profile, as seen in Fig),dndicat-
Fig.5 Schematic diagram of the cross-section of a tangential ing th_e robustness of the numerical schem_e_ and the stability of the
twin screw extruder, showing the translation (T) and inter- drawing process. The force balance conditions were also closely
meshing, or mixing (M), regions satisfied if convergence was achl_eved. _Howe_ver, convergence
does not occur in every case, leading to infeasible drawing con-
ditions, as discussed later. It was found that viscous and gravita-

N . . onal forces are the dominant mechanisms in the determination of
as indicated by low concentration of process-induced de}tec‘[s’ﬁ%é profile. Surface tension effects are small. The external shear

ameter uniformity, desired refractive index variation, low tensio Yind inertial effects are small, as expected. Later papers obtained

strength, and other important measures, at high draw speeds. . . .
Typical computed results in the neck-down region, for a speig(; grlciflle at higher draw speeds and for larger preform diameters

fied profile, are shown in Fig. 7 in terms of the streamfunctio

vorticity, viscous dissipation and temperature contours. The floﬁél?%iﬁ&?aiﬂ?r{al Ortct]f er Szrogssssk:e ;vvlgvi(r)\lvlfigal)Q?hgpfligilr ?g tical
is seen to be smooth and well layered because of the high viscq oled as it movesga€va fror,n the furnace and is then coated with
ity. Typical temperature differences of 50-100°C arise across & keting material f ¥ rotection inst abrasion. to red

fiber for preform diameters of around 2.0 cm. Larger temperatui%JaC eling matenal for protection against abrasion, fo recuce

differences arise for larger preform diametf83]. Viscous dissi- ress induced microbending losses, and for increased strength.

pation, though relatively small, is mainly concentrated near tlirgehe temperature of the fiber entering the coating section is limited

Yy the properties of the coating material used, being around 150°C
for commonly used curable acrylates. The wet coating is then

) ) ) . cured by ultra-violet radiation as it passes through the curing
Mesh Discrefization u-v Velocity Field w Velocity Contours station [5 2.5 a

Mixing Region

Screw Root

Corotating

Casting. Casting is an important manufacturing process,
which involves solidification and meltingl5]. The buoyancy-
driven flow due to temperature and concentration differences in
the liquid or melt region is coupled with the conduction in the
solid. For casting in an enclosed region, the interface between the
liquid and the solid moves away from the cooled walls for solidi-
fication till the entire material is solidified. However, the time-
dependent location of this interface is not known and must be
obtained from the solution. A coordinate transformation, such as
the Landau transformation, may be employed to simplify the com-
putational domaing12,14]. In continuous casting and crystal
growing, as shown in Fig.(t), the interface between the solid and
the liquid is essentially stationary, but it is not known a priori and
an iterative procedure may be adopted to determine its shape and
location. Transformations and body fitted coordinates may be em-
ployed to approximate the irregular shaped computational do-
mains. If the enthalpy model is employed, the entire region is
treated as one, considerably simplifying the computational proce-

Fig. 6 Mesh discretization for the mixing region in a co- . . L Lot
rotating tangential twin screw extruder, along with typical com- dure[14,56]. From an engineering standpoint, interest lies in ob-

puted results for low density polyethylene ~ (LDPE) at n=0.48, taining high quality castings, with few voids and defects, good
barrel temperature, T,=320°C, inlet temperature, 7;=220°C, grain structure and low stresses, at high production rates.
N=60rpm, ¢q,=0.3 The coupled conduction in the walls of the mold is an important
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Fig. 7 Calculated (a) streamfunction, (b) vorticity, (c) viscous dissipation, and (d) temperature contours in the optical fiber
drawing process for typical drawing conditions

consideration in these problems. The effect of the imposed condpecified time or until the steady-state circumstance is obtained
tions at the outer surface of the mold on the solidification proceg&2]. The corresponding initial and boundary conditions are ob-
can be obtained by solving this conjugate problem, which yieldained as:
the temperature distribution in the mold as well as that in the solid
and the liquid. Banaszek et #57] carried out numerical simula- t=0: L(t)=0 t>0: atx=0, T=T,;
tions and appropriately designed experiments to demonstrate the
importance of conduction in the wall, as shown in Fig. 9. Such
numerical and experimental studies can be used to determine the
movement of the solidification front with time and thus monitor . - .
the generation of voids and other defects in the casting. Expefi1€ren. is the heat transfer coefficient at the edge of the moving
mental studies have been relatively few because of the complei’ - The problem may t?e solved analytlcqﬂgll] or numerically,
of the process. Detailed accurate experimental results are nee Iatt_er approach being more appropriate for two and three-
to critically evaluate the various models employed for simulatiofimensional problems and for practical circumstances. The length
as well as to provide information on the characteristics of tHy (he rodL increases with time and the temperature at the end
interface for the development of microscale models. ecreases. At large time for steady ambient conditions, a steady
Recent work on this problem has led to a much better und >mperature distribution arises over the rod and the temperature at
standing of the solidification process than before. The buoyan € moving end_reaches the ambient temperature. .
induced flow affects the heat and mass transfer processes, WE'CH] most practical circumstances, conjugate conditions arise at
in turn influence the characteristics of the melt-solid interface afd® surface a_nd the convective transport in the_ fluid must be
the rate of melting/solidification. The transport also affects the?!ved in conjunction with conduction in the moving solid. The
quality of the product because of undesirable oscillations, gene%ﬁg'on close to the point of emergence of the material usually has
tion of voids, and distribution of impurities. There has been rge axial gradients and requires the solution of the full equa-

growing interest in the solidification of mixtures, particularly allons: However, far downstream, the axial diffusion terms are
loys, and polymer$58] small and boundary layer approximations may be made. Interest

lies in controlling the local processing of the material in order to
Continuous Processing. Continuously moving materials un- obtain uniformity, desired product characteristics and high
dergoing thermal processing are frequently encountered in mapueductivity.
facturing processes like hot rolling, wire drawing and extrusion. If Figure 10 shows the typical calculated streamlines for a flat
the location of the moving surface is known, the continuouslate moving in a quiescent medium. The ambient fluid is drawn
movement of the edge may be replaced by discrete steps andttheard the moving surface because of large pressure gradients
numerical modeling carried out until results are obtained overdirected towards the origin. This effect decays downstream and

at x=L(t), —k—=h(T-T,) (25)
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optical fiber drawing; (b) results for different starting profiles.
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the flow approaches the characteristics of a boundary-layer flow.
The boundary-layer thickness increases in the direction of motion.
If buoyancy effects due to the temperature differences are in-
cluded, the maximum velocity in the flow is larger than the plate
speedUg, for an upward moving heated plate, as shown in the
figure. This flow increases the heat transfer from the plate. Simi-
larly, other orientations, the time-dependent flow at the initial
stages of the process, and other important aspects have been
investigated.

Chemical Vapor Deposition. Chemical vapor deposition in-
volves the deposition of thin films from a gas phase on to a solid
substrate by means of a chemical reaction that takes place during
the deposition process. The activation energy needed for the
chemical reactions is provided by an external heat source, see Fig.
1(b). The products of the reactions form a solid crystalline or an
amorphous layer on the substrate. This technique has become
quite important in materials processing and is used in a wide
range of applications. The quality of the deposited film is charac-
terized in terms of its purity, composition, thickness, adhesion,
surface morphology and crystalline structure. The level of quality
needed depends on the application, with electronic and optical
materials imposing the most stringent demands. Much of the ini-
tial effort on this problem was directed at silicon deposition be-
cause of its importance in the semiconductor industry. However,
recent efforts have been directed at the deposition of materials
such as titanium nitride, silicon carbide, diamond, and metals like
titanium, tungsten, aluminum, and copper.

Many different types of CVD reactors have been developed and
applied for different applications. The quality, uniformity, and rate
of deposition are dependent on the heat and mass transfer, and on
the chemical reactions that are themselves strongly influenced by
temperature and concentration levid®,59]. The flow, heat trans-
fer and chemical reactions in CVD reactors have been investi-
gated by several researchdis9,60]. Some typical results ob-
tained for silicon deposition are shown in Fig. 11, indicating a

Temp
10

“NwanONDO

Calculated velocity and temperature

Fig. 9 Experimental and numerical results for water solidification driven by

convection and conduction
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(a) Fig. 11 Comparisons between the numerical results on pre-
dicted film growth rate and the experimental data of [61]
2. . . . .
© Chiu et al.[63] on the heat transfer in a horizontal channel with a
’ finite heated region to approximate the susceptor. Figure 12 shows
o the typical results obtained, indicating good agreement between
b \ the experimental and numerical results. The characteristics of the
! flow, ranging from steady laminar to oscillatory and turbulent
/ flow, were investigated and linked to the film uniformity.
°'- \ - - e .
h i \' Po =150, o = 138 Additional Processes. Only a few thermal processing tech-

nigues have been presented in the preceding section. There are

° R \‘ many other processes in which the thermal transport is of crucial
- Y importance and which have been of particular interest in recent
- \\ years. Among these are crystal growing, microgravity materials
{ processing and thermal sprays. The Czochralski method, shown in
9- Fig. 1(c), has dominated the production of single crystals for mi-
croelectronics and has been the subject of considerable research
interest over more than three decadé€gl,65]. Other crystal
o growth techniques, including Bridgman crystal growing in which
v the furnace has an upper zone at temperature above the melting
point and a lower zone at temperature below the melting point,
o e have also been investigaté@4]. Microgravity conditions are ob-

S tained, for instance, in laboratories orbiting in space, where the
processing of materials can be carried out with reduced effects of
the terrestrial gravitational field. Gravity determines the

"-:-" Y . T , - buoyancy-driven flows in the melt of a crystal growing system
0.0 20 40 6.0 8.0 10.0 and thus affects the quality and characteristics of the crystal. Thus,

Y by controlling the gravitational force, the resulting transport pro-

cesses and the final product can be impra\a&]. Thermal sprays

(b) may be used for the manufacture of near-net shape structured
materials. Sprays containing droplets of the desired deposition
Fig. 10 (a) Flow in the ambient fluid due to a continuously material are directed at a specified substrate and the material is

moving material; (b) dimensionless velocity  (u/Us) distribution  deposited by rapid solidification. Due to the elimination of several
in the fluid due to a vertically moving heated plate with aiding traditional processing steps, the process is fast and rapid solidifi-
buoyancy effects cation eliminates macrosegregation, which weakens traditionally

cast material$67—69]. Superior properties, associated with fine-

. ) ) grained microstructures and non-equilibrium phases, are usually
comparison between numerical and experimental results frgf§iained.

[61]. A fairly good agreement is observed, given the uncertainty
with material property data and with the chemical kinetics. Th\e/ lidati
two results fron{60] refer to two different values of the diffusion alidation
coefficient, the one labeled as the reference case employing thé very important consideration in modeling and simulation is
same values as those [i62]. that of validation of the models. This is particularly critical in
Conjugate transport at the heated surface is also an importérgrmal materials processing because of lack of accurate material
consideration, since in actual practice thermal energy is supplipcbperty data, combined mechanisms and other complexities in
to the susceptor, often at a constant rate, and the temperatine process. Validation of the models is based on a consideration
distribution at the surface depends on the transport processes tifahe physical behavior of the results obtained, elimination of the
arise. An experimental and numerical study was carried out lejfect of arbitrary parameters like grid and time step, and com-
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Fig. 12 Comparison between experimental observations and numerical predictions of
streamlines at Re =9.48 and Re=29.7 for a ceramic susceptor

parisons with available analytical results for simpler configuranixing process in the intermeshing, or mixing, regia#]. Ex-

tions, with numerical results in the literature, and with experimerperimentally and numerically obtained streamlines in the region
tal results on the process and on a prototype, if availgt0671].  between two rotating cylinders, approximating a twinscrew, were
A few examples are given here. obtained and a good agreement between the two was observed.

Polymer Extrusion. Measurements on the temperature and Measurement of the velocity distribution in the channel is also
velocity distributions in an extruder channel are very complicate¢¢"y involved because of the complex geometry and rotating
because of the complex domain, rotating screw and generafigrews. Bakalis and Karwigr5] have carried out velocity mea-
opague nature of the typical materials. However, the overall chaurements for heavy corn syrup, which is transparent. Employing
acteristics of the extrusion process, in terms of pressure and tearplexiglas window, a two-component Laser Doppler Anemometer
perature at the die, residence time distribution, total heat inpy@t.DA) in the backscatter mode was used to measure the local
characteristics of the extrudate, total torque exerted on the scrg@locities in the extruder, as shown in Fig.(a% The compli-
and flow rate, are available in the literatfe,27]. These can be cated, three-dimensional, flow field was studied and a comparison
used to validate the main predictions of the models for the polys the tangential velocity distribution in the translation region with

mer extrusion process. However, detailed temperature, velogify, numerical predictions is shown in Fig. (b4 A fairly good

and pressure distributions are needed to determine the accur : ; o
validity and predictability of the local behavior. Esseghir and Se%@feement 's observed, lending support to the model. Similarly,

) ; : : Hifferent velocity components were measured in the intermeshing
nas[72] have carried out innovative and well-designed experi-_ . . o o
ments on single-screw extruders, using a cam-driven therm§9'°N and compared with numerical predictions, yielding good

couple which allowed the probe to travel in and out of the chann@@reement.
in a synchronized motion linked to the screw rotation. Optical Fiber Drawing. Very little experimental work has
A few experimental results for Viscasil-300M, which is @ N0Npeen gone on the thermal transport in the optical fiber drawing

Newtonian fluid, are shown |'n'F|g. 13, along with numerlca_l reglrocess because of the high temperatures encountered, high draw
sults from two-dimensional finite volume and three-dimension

finite element calculationg29,73]. The effect of fluid recircula- Speeds, complex geometry, and dn‘flcglt accessibility |n_to the fur-
tion in the screw channel is seen as the temperature near the s [39,50]. Pgek an.d Rur{k6] expenmentally.d.etermmed th.e
root being closer to the barrel temperature, than that predicted Bfgck-down profile. Using the heat transfer coefficient values given
the two-dimensional model which does not consider this recircY them and an appropriate parabolic furnace temperature distri-
lation. A three-dimensional model is thus needed to simulate tHisition to obtain the experimental conditions, the neck-down pro-
recirculation and the results are seen to be close to the experim#ég- was calculated if21] and compared with the experimental
tal data. Similarly, an experimental study was carried out to invegssults, as shown in Fig. 1&). The analytical results obtained by
tigate the characteristics of the flow and the basic features of tRaek et al.[77] showed that the draw tension plotted on a
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Fig. 13 Comparisons between numerical and experimental results on temperature profiles for
Viscasil-300M, with (a) and (c) from the three-dimensional (FEM) model and (b) and (d) from the
two-dimensional (FDM) model. For (a) and (b): T;=20.3°C, T,=12.2°C, N=20. For (c) and (d):
T,=18.8°C, T,=22.3°C, N=35.

logarithmic scale varies linearly with the inverse of the furnacehich usually consists of several components, since the process
temperature. A comparison between the computed results and tinelergone by the material results from the energy exchange with
experimental data show good agreement, as seen in Hig).15 the various components of the systéhj.

. . . Consider, for instance, a typical electrical furnace, which con-
Casting. Some numerical and experimental results werg,

shown earlier for solidification of water, indicating good qualita- sts of the heater, walls, insulation, enclosed gases and the mate-
; ; Indicating good g rial undergoing heat treatment. The transport mechanisms in all

; . > J?[Fus, the heater exchanges thermal energy with the walls, the
peratures at the left and right boundaries, the left being held a ses and the material. %imilarly, the mat%¥ial undergoing heat

temperature higher than the melting point and the right at a ter)- I :
perature lower than the melting point, has been used for validat%atrnent Is in energy exchange with the heater, the walls and the

the models. Figure 16 shows the experimental results and co ses. The gaﬁ rov;/hlst c(ijrlvetn byfan (te)xterna!ly 'mpi’s‘?dl pressure
sponding numerical predictions on the liquid-solid interface loc - erencer, suc ir?s gd buebo a ‘:]m’ é mlg)\ﬂ}ndg{vrir&a elrla fnm %Or;]'t
tion, for melting of pure tin, using the enthalpy mod&i,79]. um#s process hg, anc I); uoya le. ac . u"ﬁ co plo e
Though these results are found to agree quite well, further detailddY irst be mathematically modeled anq numerically simu ated
comparisons are needed to improve existing models. a5 uncoupled from the others, by employing prescribed boundary
conditions. Then, these individual simulations can be combined,

employing the appropriate coupling through the boundary condi-
tions. This procedure provides a systematic approach to the nu-

In the preceding sections, we have discussed modeling américal simulation of the system, which may be a simple one or a
simulation of various processes and components that are of intesmplicated practical ong88]. Once the simulation of the system
est in the thermal processing of materials. However, there is ds-achieved, with satisfactory experimental validation, the design
other very important aspect that must be considered and that aed optimization of the process as well as of the system may be
lates to the numerical simulation of the overall thermal systerandertaken.

System Simulation
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Fig. 14 (a) Experimental arrangement for velocity measure-
ments in the flow of corn syrup in a twin-screw extruder; (b)
comparison between calculated and measured tangential ve-
locity U, profiles for isothermal heavy corn syrup at 26.5°C,
with mass flow rate of 6 kg /hr and screw speed of 30 rpm

10' |

Draw tension, F; (g)

Process Feasibility

An important consideration in the design of a system for mat
rials processing is the feasibility of the process, since there e numerical results
usually a fairly narrow domain of operating conditions in whict " experimental results (77
the process is possible. Numerical simulation can play a signi
cant role on this aspect since it can guide the selection of oper 10 oa20 0430 ™ 0250 ™
ing conditions and design parameters that can lead to succes
thermal processing. A few studies in polymer extrusion and op
cal fiber drawing are discussed here as examples. (b}

Reciprocal of furnace temperature, (1/T;)* 1000 (1/K)

Polymer Extrusion. The feasibility of the process is deter-Fig. 15 Comparison of the numerical predictions of (@) the
mined largely by the flow and the pressure and temperature risenegtk-down profile and  (b) the draw tension with experimental
the extruder. Using the modeling discussed earlier, the feasisults from [76,77]
domain for a self-wiping co-rotating twin-screw extruder is deter-
mined for the extrusion of Amioca, which is pure starch, as shown

ig Fig.dlz_ Alf.‘ L.‘ppﬁr ”T}it LS obtained 1|‘or thhe mass flow rate,ng residence times. These results and trends show good agree-
eyond this limit, though the numerical scheme converges, the.t with the observations on practical systems that also yield a

results are not physical acceptable. In actual practice, for a giV§fimain in which a stable reactive extrusion process can be created
screw rotational speed, each turn of the screw can move a spe g]

maximum volume of material. Then the given mass flow rate can

not exceed this limit given by the shear-driven flow. For higher Optical Fiber Drawing. Using the mathematical and numeri-
mass flow rates, it is necessary to impose a favorable presscatmodels discussed earlier for optical fiber drawing, it has been
gradient to push the material down the channel. Therefore, a neghewn that, for given fiber and preform diameters and for a given
tive pressure gradient along the axial direction will occur in thdraw speed, it is not possible to draw the fiber at any arbitrary
channel and that is not physically acceptable for an extr{8&). furnace wall temperature distributidi21,82,83]. If the furnace
For a specific screw speed, the simulation code also diverges femperature is not high enough, it is found that the fiber breaks
mass flow rates lower than the critical points shown in the figudue to lack of material flow, a phenomenon that is known as
because of flow instability and excessive pressures, temperatwissous rupturg84]. This is first indicated by the divergence of
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Fig. 16 Comparison between measured and predicted interface locations dur-
ing (a) melting, and (b) solidification of pure tin from a vertical surface [78,79]

the numerical correction scheme for the profile and is then codrawing is not possible. For the domain in which the drawing
firmed by excessive tension in the fiber. Similarly, it is determinegrocess is feasible, the draw tension is calculated. The “iso-
that, for a given furnace temperature, there is a limit on the spethsion” contours are shown in Fig. @8. As expected, the draw
beyond which drawing is not possible, as this leads to rupturension is small at higher temperatures and lower speeds, which
Thus, as shown in Fig. 18), a region in which drawing is fea- explains the positive slope of the iso-tension contours.

sible can be identified. Beyond the boundaries of this region, Similarly, different combinations of other physical and process

Feasible Domain of Numerical Simlation for Amioca in Twin-Screw

Extruder
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Fig. 17 Feasible domain for twin-screw extrusion of starch

Journal of Heat Transfer

variables, such as the inert gas flow velocity, furnace wall tem-
perature distribution, furnace length and diameter, and preform
and fiber diameters, may be considered to determine the feasibility
of the process. Figure 18 shows the results when the furnace
length and temperature are considered as the two main param-
eters. Again, the feasibility of the process is largely determined by
viscous rupture, which is a direct result of high draw tension. It is
seen that either a higher draw temperature or a longer residence
time in the furnace, as regulated by its length, is needed to make
fiber drawing possible at higher draw speeds. Using such results,
the parameters in a fiber drawing system can be chosen to draw a
fiber of desired diameter.

Additional Engineering Aspects

Several important considerations in the design and operation of
practical thermal materials processing systems were discussed in
the preceding sections. These included issues like rate of fabrica-
tion, quality of the product, and feasibility of the process. How-
ever, there are obviously many other aspects that need to be con-
sidered in the design and optimization of the system and for the
selection of the operating conditions. Some of these are outlined
here.

An important consideration in polymer extrusion is the mixing
inside the screw channel since it determines the homogeneity of
the processed material. The downstream motion of material par-
ticles may be considered for a better understanding of the mixing
process. Similarly, the distributive mixing inside the channel may
be considered in terms of mixing between two different types of
materials, with each initially occupying one half of the channel.
Several other measures of mixing have been considered in the
literature. Substantial work has also been done on mixing in twin-
screw extruders, including the use of chaos introduced by changes
in the geometry and the boundary conditi¢85]. Similarly, melt-
ing and solidification of the material, leakage across screw flights,
instability in the flow, unfilled screw channels, and conjugate
transport due to conduction in the barrel are other important en-
gineering issues in polymer extrusion. Transient effects are also
important, both for the start-up of the process and for changes in
the operating conditions.
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Fig. 18 Results obtained from a feasibility study of the optical

fiber drawing process: (a) different cases studied, showing
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“iso-tension” contours for the feasible range of fiber drawing;
(c) feasible domain at a draw speed of 15 m /s in terms of fur-

nace length and temperature
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(b)

Similarly, in other thermal materials processing systems, impor-
tant aspects that are particularly relevant to the process under
consideration arise and must be taken into account by the simula-
tion and experimentation in order to provide the appropriate in-
puts for system design and optimization. These relate to engineer-
ing issues like durability, maintenance, availability of different
materials and components, and the convenience and practical
range of operating conditions.

Optimization

We have so far largely considered workable or acceptable de-
sign of a system. Such a design satisfies the requirements for the
given application, without violating any imposed constraints.
However, the design would generally not be the best or optimal
design, as judged on the basis of cost, performance, efficiency,
performance per unit cost, or other such measures, with accept-
able environmental effects. The need to optimize is very important
in the design of the materials processing systems and has become
particularly crucial in the recent times due to growing global com-
petition.

Any optimization process requires the specification of a quan-
tity or functionU, known as the objective function and which is to
be minimized or maximized. The general mathematical formula-
tion for the optimization of a system may be written as

U(X1,X2,X3, - - - Xp) = Ugpt (26)

with,
Gi(X1,X2,X3, ... X,)=0, fori=123,...m (27)

and,
Hi(X1,X2,X3, ... Xg)<or=C;, fori=123,...l (28)

wherex; represent the design variables and operating conditions,
G, represent equality constraints, addinequality constraints. If

the number of equality constraints is equal to the number of
independent variables, the constraint equations may simply be
solved to obtain the variables and there is no optimization prob-
lem. If m>n, the problem is over constrained and a unique solu-
tion is not possible. Some constraints have to be discarded to
makem=n. If m<n, an optimization problem is obtained.

For thermal materials processing, the objective function U
could be taken as the number of items produced per unit cost,
product quality, or the amount of material processed. The con-
straints are often given on the temperature and pressure due to
material limitations. Conservation principles and equipment limi-
tations restrict the flow rates, cutting speed, draw speed, and other
variables. The second law of thermodynamics and entropy genera-
tion can also be used to optimize systems so that exergy, which is
a measure of the availability of energy from a thermal system, can
be maximized86].

Search methods constitute the most important optimization
strategy for thermal systems. The underlying idea is to generate a
number of designs, which are also called trials or iterations, and to
select the best among these. Effort is made to keep the number of
trials small, often going to the next iteration only if necessary. The
steepest ascent/descent method is an important search method for
multivariable optimization and is widely used for a variety of
applications including thermal systems. However, it does require
the evaluation of gradients in order to determine the appropriate
direction of movement, limiting the application of the method to
problems where the gradients can be obtained accurately and eas-
ily. Several other such gradient-based methods have been devel-
oped for optimization and are used for a variety of thermal pro-
cesseg1,87,88]. Genetic optimization algorithms, that are based
on function evaluations instead, have also been developed, though
these methods are often less efficient than gradient-based
methods.

The objective function is among the most critical and difficult
aspects to be decided in the optimization of thermal materials
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40 and univariate search for mutivariable cases, were employed. Fig-
ure 19 shows typical results from golden-section search for the
optimal draw temperature and draw speed. The results from the
a0l first search are used in the second search, following the univariate
search strategy, to obtain optimal design in terms of these two
- : variables. Several other results were obtained on this complicated
problem.

204

Knowledge Base

An important aspect in the design of systems for the thermal
1o processing of materials is the use of the available knowledge base
on the process to guide the design and operation of the system.
The knowledge base typically includes relevant information on
500 EXisting systems and processes, current practice, knowledge of an
expert in the particular area, material property data, and empirical
draw temperature T, (K) data on equipment and transport, such as heat transfer correla-
tions. Some effort has been directed in recent years at streamlining
20 the design process and improving the design methodd|6gy.
The basic concept behind knowledge-based systems is the storage
and use of this knowledge to take logical decisions for selection,
sk diagnostics and desig®2]. Empirical data, heuristic arguments
and rules for making decisions are all part of this knowledge-
based methodology. The expert knowledge is obviously specific to
a given application and represents the knowledge and experience
10 acquired by the expert over a long period of work in the area of
interest.
Knowledge-based design methodology is particularly useful in
o5k selecting an initial design for a given system. Two strategies may
be used for generating an initial design. The first is based on a
library of designs built using information from earlier design ef-
o s, . , . , fortsand from existing systems. The design closest to the given
150 200 25.0 300 problem may be selected by comparing the designs in the library
draw speed V, (mvs) with the desired spegifications. The second approach uses the
knowledge and experience of an expert to generate a design for
Fig. 19 Evaluation of optimal draw temperature at a draw the given requirements and constraif@8]. Of course, the user
speed of 15 m/s and the optimal draw speed at a draw tempera- can always enter his/her own initial design if the output from the
ture of 2489.78 K, obtained in the first part, by using the golden- library or the expert rules is not satisfactory.
section search method The knowledge base is also used in the redesign process to
evaluate a given design and, if this is not satisfactory, to generate
a new design. Expert rules establish the relationship between a
processing systems, since the optimal design is a strong funct[&ﬁ‘.ﬁign variable and the objective fL.lnCtion. Se\/.eral eﬁ.iCient strat-
of the chosen criterion for optimization. For illustration, let uggies can be developed for selecting the design variables to go
consider a CVD system for deposition of TiN. As discussed ifiom one design to the next. The selection of design variables for
detail by Chiu et al[88], the main qualities of interest includethe new design are guided by expert rules as well as by the results
product quality, production rate, and operating cost. These threkthe design process up to the given instant. o
may be incorporated into one possible objective functipwhich ~ This approach may be applied to the casting of a material in an
is to be minimized and is given by enclosed region. The need for design and optimization of the sys-
] o ] tem arises because of the desire to reduce the solidification time
U (Product Quality Deficiengy< (Operating COSt)(ZQ) and improve the product quality. A large number of design param-
Production Rate eters arise in this problem, such as materials, initial melt pour
temperature, cooling fluid and its flow rate, and dimensions. The

thickness and other properties which quantify the desired uality of the casting is determined by grain size, composition,

tributes. Si the obiective function is minimized - irectional strength, concentration of defects, voids, thermal
ributes. Since the objective function IS MiNIMIzed, Maximum pragyegses etc, It is necessary to carry out a thermal analysis of the

duction rate is achieved by placing it in the denominator. Thg,jigification process, using modeling and simulation, to obtain
objective function represents equal weighting for each desigily s for design and to evaluate the nature of the casting.
quality. Obviously, the objective function may assume many pos- Viswanath[94] and Viswanath and Jalur[®5] considered this
sible forms. Using the steepest ascent method, Chiu ¢881 ) hiem using knowledge-based methodolgy for design. Several

obtained the optimal design. . PN
A similar study was carried out by Chefig0] on the optical models are available for the study of solidification, such as

fiber drawing process, considering the numerical simulation of thel. Steady conduction in solid modfielt is taken at freezing
draw furnace. The objective function could again be taken as the temperature, mold at fixed temperature and steady conduc-
general form given by Eq29). Because of the complexity of the tion in the solid is assumed.

process and lack of information on operating costs, the effort was2. Chvorinov model: Entire thermal resistance is assumed to be
directed at the fiber quality, taking the tension, defect concentra- due to the mold

tion and velocity difference across the fiber, all these being scaled3. Lumped mold modeTemperature in the mold is assumed to
to obtain similar ranges of variation, as the main considerations. be uniform and time-dependent, melt is taken at freezing
The objective functiorJ was taken as the square root of the sum  temperature and steady conduction in the solid is assumed.
of the squares of these three quantities and was minimized. Sev4. One-dimensional conduction mod@&ransient 1D tempera-
eral search methods, such as golden-section for single variable ture distributions are assumed in the mold, solid and melt.

objective function

1 1
2600.0 2800.0

2 i
%060 2400.0

objective function

A -y

A H 1 L
00 50 700

Here, the product quality is defined in terms of uniformity of fil
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Fig. 20 Different mathematical models for ingot casting:

mold model; and (c) semi-infinite model

5. Two and three-dimensional modelatural convection flow
in the melt is included.

(a) Chvorinov model; (b) lumped

the Chvorinov model may yield good results since most of the
thermal resistance is in the mold. One-dimensional models are

6. More sophisticated modelbleeded for alloys, generation of adequate for solidification near the boundaries. Sophisticated

voids, complicated geometries, etc.

Three models among these are sketched in Fig. 20. Each mod
has its own level of accuracy and validity. Different models may
be chosen, depending on the application and materials involv

Expert knowledge plays a major role here. For instance, if

insulating material such as ceramic or sand is used for the mo

Interface position (m)
0.135

0.108

0.081

0.054
§ Mold material steel a—smnee Tnitial design—lumped
T 1895K  ===e- Increase h, W—lumped
0027 .4 Mold initial temp. 304 K veeerneneennees Switch to 1D PDE
Time (s)
1 1 1 1 S Y
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Fig. 21 Results for design of an ingot casting system, show-
ing solid-liquid interface movement with time and switching to
a more complex model after many design trials
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models are needed for alloy solidification and for considering the
microstructure in the casting.

he optimal design may be obtained with solidification time
ing chosen as the objective function and employing constraints
m the expert knowledge to avoid unacceptable thermal stresses
d defects in the casting. We may start with the simplest model
d keep on moving to models with greater complexity till the
results remain essentially unchanged from one model to the next.
Thus, models may be automatically selected using decision-
making based on accuracy considerations. In a typical design ses-
sion, the cooling parameters are first varied to reduce the solidifi-
cation time. If the solidification time does not reach the desired
value, the pour temperature of the melt may be varied. If even this
does not satisfy the requirements, the thickness of the mold wall
may be changed. The material of the wall may also be varied, if
needed. Thus, by first varying the operating conditions and then
the dimensions and materials, the solidification time may be mini-
mized or brought below a desired value. Figure 21 show some a
typical run for the design of the given system, indicating model
change as the design proceeds. Each successful design may be
stored for help in future designs.

Conclusions and Future Research Needs

This paper presents a review of the current status of the impor-
tant field of thermal processing of materials. It focuses on the link
between basic research on the underlying transport mechanisms
and the engineering aspects associated with the process and the
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system. Several important processing techniques, such as optical
fiber drawing, polymer extrusion and chemical vapor deposition,
are discussed in particular detail to bring out the basic and applied
issues in materials processing. These include modeling, valida-
tion, system simulation, process feasibility, and the design and
optimization of the system. Important solution techniques, typical = heat flux
results in thermal materials processing and the implications for = dimensionless volume flow rate in a polymer
practical systems are discussed. extruder

Our understanding of thermal processing of materials has Q — volumetric heat source
grown significantly over the last three decades. Many new and R = universal gas constant; radius
improved techniques have been developed, along with new mate- Rg = Reynolds number, Eq15)

mass flow rate

power-law fluid index

speed in revolutions/mifrpm)
local pressure

= Prandtl number, Eq15)

foTs5=253
I

rials, new processing systems and better control on product qual- t = time

ity and production costs. However, there are still many areas that T = temperature

need detailed further work. Among the most important ones are; ,, = velocity components i, y andz directions,
material properties and characteristics, experimental results, and respectively

coupling of micro or nano-scales, where materials processing oc- U, = speed of a moving solid or source

curs, and the macro-scale of interest in engineering. The measure-

ment and availability of accurate material properties are crucial to \% i Vﬁgggﬁ \\//ic(::ttc())rr
a study in this area. Also, experimental results are strongly needed XY, 7 = (F:)oordinate distances
for validation of models and for providing inputs and insight for X.Y.Z = dimensionless coordinate distances

future model development.

In addition, work is needed on several other topics. Some of the
main ones are transport in complex materials such as powdagseek Symbols
particulates, and granules, characteristics of free surfaces and in-

- . p ; a = thermal diffusivit
terfaces, accurate numerical modeling of combined mechanisms, Y

multiple domains, and multiphase transport, and system instabil- B B c?efflue[lt of thermal expansion

ity. Experimental techniques are needed for practical materials g B lsraltr] ra ef. terf betw lid and liquid
which are often opaque and for measurements under high tem- . _ soucr?algg ecz)mligs?\;iflce etween solid and fiqui
perature and pressure. Similarly, numerical techniques are needed X = second viscosit )::oeﬁicient

for large material property changes and for coupling the transport — dvnamic vi ?{ f fluid

equations with the chemical kinetics which may involve several K= k'y a tc SCoS _);o u

different reactions, with different reaction rates, activation energy, (; _ v:gsg:g Igi;/;?cgtsilc% function

and other constants. Further development of new products, pro- — densit P

cesses and systems on the basis of underlying thermal transport is Z B d'men)s/'onless temperature

needed. The design, control and optimization of the systems, as B ;1 ' peratu

well as the selection of operating conditions, in order to achieve 7 = shear stress

the desired processing needs further work.
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Duanming Zhang Two models, E-S and R-S unit cell models, are presented based on the thermal-electrical
. analogy technique. The analytical expressions for transverse thermal conductivities of
Yongting Ma unidirectional composites are derived. The dimensionless effective transverse thermal
conductivities § are expressed as a function of the ratj§) ©f thermal conductivities of
Department of Physics and State Key Laboratory filler to matrix, filler volume fractionv) and the geometry ratigp =a/b) of the filler.
of Plastic Forming and Die & Mold Tech., The optimization of transverse thermal conductivities of unidirectional composites is then
Huazhong University of Science and Technology, analyzed under different filler volume fractions, thermal conductivity ratios8 and
Wuhan, 430074, P. R. China different geometric architectures. The present analysis allows for a fairly precise evalua-

tion of configuration performance and comparisons of different arrangements. The results
show that if a composite is designed for insulation material, we should choode and

if a composite is designed for heat dissipating purpose, we should chooe
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1 Introduction mal design, the high-conductivity material form a tree-like net-
rYVPJk' Neagu and Bejafi9] applied this theory to study the con-

In the past decades, considerable attention has been give | ol ¢ hih ductivity i ; lab. Thei
optimization of geometries such as dimensions, spacings, shapidctal placement of high-conductivity inserts in a slab. Their

as well as distributiongallocations)of heat transfer in thermal results were presented for the optimized architectures: spacings
engineering due to its application in electronic cooling, design between inserts, penetration distances, taped inserts and constant-
heat exchangers, reliability and economy. Some efforts were mdhickness inserts.

to optimize the plate spaciid—3] at different geometric configu- ~ The results by Xia and Guf20] indicated that for a given
rations for maximizing the heat dissipation. Some investigatioffigaction of high-conductivity material in a composite, the longitu-
were focused on optimum design of finned surfaces such as finrtbdal conductivity is higher than the transverse conductivity, in
tube[4—6], annular fin[7—9], and rectangular and triangular finsother words, the heat transfésr heat dissipationalong the lon-
[10-12. The objective of these researches was to optimize the fiitudinal direction is easier than the transverse direction. How-
dimension, thickness and height for maximizing the heat dissipgver, the direction of heat flow may often have to be designed to
tion at the fin base. Ogisd3] presented a method of assessinge perpendicular to the axis of filler in a composite. Therefore, the
the overall cooling performance in the thermal design of electrogansyerse thermal conductivity of unidirectional composites has
ics. This method is based on the entropy generation met®l peen one of focuses of many investigators, including numerical
In electronic equipment, the temperature of each component MUgf vions[21-23 and theoretical approach&24—26]as well as

be kept within an allowable upper limit for reliable Operat'orlaxperiments[zﬂ. However, no general expression and optimiza-

performance. tion of the effective transverse thermal conductivity for unidirec-
Recently, Mawardi and Pitchumafii r he problem : . ;
ecently, Mawardi and Pitchu 5] addressed the proble Enal composites have been reported in the literature to the best

of determining the temperature and electrical current cycle, i

well as the placement configuration of the conductive mats, foF ur knowledge. ,

time-optimal curing of composites using embedded resistance! "€ Objectives of this work are to derive the general expres-
heating elements. Wnnycky et 4lL6] studied a transient inverse Sions for the effective transverse thermal conductivities of unidi-
heat conduction problem on gas quenching of steel plates dig§tional composites and then to optimize the geometric shapes,
ring. The objective was to calculate the transient convective hedzes under the different volume fractions of filler materials and
transfer coefficient which would produce an optimized phagéfferent ratios of component conductivities of the composites,
transformation cooling curve. Aungl7] and Bejan[18] devel- based on maximizing thermal conductivities for heat dissipation
oped the constructal-theory to design a network for conductiragnd minimizing the thermal conductivities for heat insulation pur-
paths for cooling a heat generating volume. This theory providepases. For convenience of analysis of optimization of transverse
solution to the fundamental problem of how to correct and “chanhermal conductivities of unidirectional composites, in this paper,
nel” to one point the heat generated volumetrically in a low conhe contact resistance between filler and matrix is not taken into
ductivity volume of given size. The solution is obtained as a srcount(i.e., assume the perfect contadt is expected that this
quence of optimization and organization steps. Optimized in eaghnyjification does not affect the present analysis of optimization
assembly are the shqpe of the assembly and the V.V'dth of thermal conductivities of composites. The analytically trans-
newest high conductivity path. The results show that in the OpUérse thermal conductivities of unidirectional fiber composites

with thermal barrier are given elsewhdi25]. In this paper, two

Contributed by the Heat Transfer Division for publication in th®URNAL OF . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division October 1egeometry models, elliptical filament and square packing array unit

2002; revision received June 24, 2003. Associate Editor: G. Chen. cell model(E-S model)and rectangular filament and square pack-
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Fig. 2 (a) A simplified unit cell for the ellipsoidal filament-
Fig. 1 (a) A cross-sectional view of a fiber reinforced unidirec- square packing array model; and  (b) Schematic for calculation
tional composite; and  (b) a unit cell for the ellipsoidal filament of the thermal resistances.

and square array model for transverse heat conduction.

ing array unit cell modelR-S models), are presented and théffective transverse thermal conductivities of unidirectional com-
optimization of thermal conductivities in unidirectional composPosites. For detailed comparison, readers may consult the paper
ites are systematically analyzed. by Zou et al.[26]. In the past, many models for the effective
thermal conductivity were proposed based on the one-dimensional
. . heat flow assumption. Zehnder and Schluri@8&] presented their
2 The Analysis of Transverse Thermal Conductivity correlation for tk?e effective thermal con(;{ucti]v?ty based on the
Figure 1(a)displays a cross sectional view of a fiber reinforcedne-dimensional heat flow assumption for conduction through a
composite with unidirectional fiber®r aluminum wires, or brass packed bed of spherical particles. Hsu et[@9] developed a
wires as filler), and Fig. 1(bis a generalized unit celbr repre- lumped-parameter model, also based on the one-dimensional heat
sentative cell), the elliptical filament and square packing array ufibw assumption, to determine the effective stagnant thermal con-
cell model(E-S model). For simplicity, Fig.(b) is reduced to Fig. ductivity of three-dimensional spatially periodic porous media
2(a). The one-dimensional heat flow is assumed to be from the lgfith thermal resistance. Recently, Yu and ChgB8@] used the
to the right. Faces AB and DC in Fig(&® are approximated to be thermal-electrical analogy technique and also assumed one-
adiabatic due to statistically symmetry, see Fig)1The bound- dimensional heat flow model in a unit cell containing many ran-
aries AD and BC in Fig. 2(aare held at constant temperatuigs dom particles and pores for effective thermal conductivity of bi-
and T,, respectively. Zou et al.26] used the cylinder filament dispersed porous media. One of their two models considered the
and square packing array unit cell mod€érS modeljto calculate effect of heat flow in they-direction. However, their theoretical
the effective thermal conductivity with thermal barrier for unidivesults show that the heat conduction in thdirection has the
rectional composites as shown in Figal In their model, they negligible effect on effective thermal conductivity, and their the-
assumed that the one-dimensional heat flow is imposed on the @8tical results based on the assumption of one-dimensional heat
unit cell model with the same boundary conditions as those shoflow are in good agreement with the experimental data.
in Fig. 2(a). The only difference between the present E-S model Therefore, in this work we also assume the one-dimensional
and the C-S model is that in the E-S model the cross sectiontwdat flow with the boundary conditions as shown in Figa)2
filler is elliptical, while in the C-S model the cross section of filleBBecause of the symmetry of the problem, we further choose one
is circular. Their analytical results for the effective transverse thequadrant of the unit cell as shown in Figb2 for the thermal-
mal conductivities, based on the electric analogy technique and@ectric analogy analysis of the effective transverse thermal con-
the C-S model, have shown a better agreement with the existidgctivity based on the present E-S model.
experimental dat§27], compared to those from the finite differ- For determining the effective thermal conductivity, the quadrant
ence method21] and the finite element meth¢@3] for solution in Fig. 2(b)is divided into two major parts, Parts 1 and 2, which
of a two-dimensional C-S modélith the same boundary condi- are in parallel. The conductivities of Part@atrix and filley are
tions as our present E-S mojiébr the effective transverse ther-considered as in series. The governing equations for thermal con-
mal conductivities. This means that the one-dimensional heat flaluctivities for each part are derived as follows.
assumption and the electrical analogy technique are valid for theAssumel, a, andb to be the side length of the square unit cell,
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the axial lengths of the ellipse along tkeaxis andy-axis respec-
tively, and let the longitudinal length of the composite be unity.
Then, the thermal resistance of Part 1 in Figh)ds

L/2
™ Kn(L/2—b) @

The lower part of the quadrant of the unit céflart 2)can be
considered as series & (thermal resistance of fibeand R,
(thermal resistance of matrix parallel to the fibend the perfect
contact between fiber and matrix is assumed. The lower part is
divided into many infinitesimal layers with each layer thickness of
dy. Thus, in Part 2 the thermal resistances of each layer are

dR;= X ) ®
T kdy R

and :__.m—‘

L/2—x
= R Ry R,
IRt = endy ®) <, A

SincedR; anddR,; are in series, the total thermal resistance of Ry,

each layerdRs, is {1}
dRS:de“l‘dRmf (4) (b)

However, since all infinitesimal layers with the thermal resis-

tancedR, are in parallel, the total thermal resistance of the lowdpd: 3 (@ A simplified unit cell for the rectangular filament and
; . Square packing array for transverse heat conduction; and (b)
part of the quadrant unit cell can be obtained by the thermal resistance network of  (a).
1 1 .

The total thermal resistance of the quadrant of the unit cell is

considered to be the para”e| of two part%n{and RS)! and it is the present model can be Slmp|lfled as the Cylindrical filament in
1 1 1 square packing array unit cell mod@-S model), so the widely

oy (6) applied C-S mod€dl21-24§ is only the special case af=b.

Ri Rs Rp We here also derive the analytical solution for the rectangular
whereR; is the total thermal resistance. The total thermal floilament and square packing array unit cell modeIS model)as
through the quadrant unit cell is shown in Fig. 3. Applying the electrical analogue technique to

AT AT Fig. 3(a), we have the thermal resistance networks as shown in
Vel N Pl Figs. 3(b)and similarly yield
Q keL/Z L/2 R, (7 .
Thus, the effective transverse thermal conductivity can be ob- Rm:km(L—b)/Z (12)
tained by a
1 (b kikyd Km(L/2—Db Ri=7+ (13)
ke:ﬁzf ok (mL/)Z/—x) - L2 ) (®) b
v Jomm (L-a)2
Equation(8) is usually written as the dimensionless effective Rmf_km—b (14)
transverse thermal conductivity The total thermal resistance of the unit cell can be obtained by
K b b dy a b
Ak D R _% _2
ke " K 1 L/2Jr o (1/B—1)x+L/2 ©) 1 1 1 1 km( Ki L (ki km)(l L))
The ellipse equation is Ri Ry RuitRi*Rui Ry a
Ki— (ki =Km)
(x/a)?+(y/b)2=1 (10) (15)
Combining Eqgs.(9) and (10) and integrating ovey yield the So, the effective transverse thermal conductivity is
dimensionless effective transverse thermal conductivity as a b
ki=1 1+ il ¢ 14 f >|d 11-1 k—l—km(kf_t(kf_km)(l_f)) 16
e c 2d dmcos c or |C| | | ( - ) e—ﬁt_ a ( )
ki— o (ki—km)
and
X 1 c d+ V=2 'lI)'he d_|menS|onIess effective transverse thermal conductivity can
ke=1-+ 54 ——=M S for [c|<|d| e written as
dyd—c L ke v
(11-2) K==l —— 17)
whereuv; is the fiber volume fractionu;= mab/L?, to be valid, m 1+ ———pv;
the constraint ofv;< /4 must be satisfied for the E-S mogel -1

and g is the ratio of fiber conductivity to matrix conductivity3( wherev;=ab/L?, and to be valid, the constraint a<L andb
=k¢/ky), p=alb, c=mplv:l2, d=p(1/8—1). Equation(11) <L must be satisfied for the R-S model.

is the general expression for dimensionless effective thermal con\When the ratiop=a/b=1, Eq. (17) can be simplified as the
ductivity of unidirectional composites. When=1 (i.e., a=b), square filament and square packing array m@gg8es model):
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k v T\ — v
+_ e f _ f >
= —= —_—_— = —_ — [ —— -_— — < —
Ke K. 1+ o 1 - (18) {1 (1+ ZC)uf +C\/Erlln( c+yc°—1), c 1
g—1 VU (19b)
Equation(18) reveals thak] =1 (ke=k;,) asB=1 oruv;=0, —1\ [ 4p,\ @0 (1-9)2
A i B i —_[4vs
andk, =B asv;=1, and these are expected and are consistent where c=(—) (—) ,vf=(—) ,
with the physical situations. It is seen that E#j7) is the general B g T
expression for transverse thermal conductivity of unidirectional do—d
composites, and Eq18) is only the special case aef=b. Equa- P_T (19¢)

tion (18) was obtained by L(i31], who applied a boundary col- 0 dp—2dpdr+dy
location scheme for calculation of the effective thermal conduc-
tivity of two-dimensional periodic arrays. The relevant boundaryn Eq. (19c), dp and d; are the local fractal dimensions of a
value problem for determination of the effective thermal condu¢omposite cross section in the direction of heat flow and in the
tivity is the steady-state heat conduction problem imposed withdivection normal to heat flow, respectively. db=d;, Eq. (19)
linear ambient temperature field. This indirectly verifies the valiccan be simplified as the C-S model with perfect contact between
ity of the present R-S model. filament and matrix. The comparison is given in Fig. 4. Figure 4
indicates that the present analytical predictions from &d) (p
Optimization of the Transverse Thermal Conductivities =1) present an excellent agreement with Pitchumani and Yao's

In this section we put our emphases on the optimization of tfrgaecstglnzn;r(]jzlyﬁgéllSé)_gsncigzedféggls verifies the validity of the

transverse thermal conductivities. That is we want to get the ma; "Figure 5 presents the dimensionless effective thermal conduc-
mum and minimum possible transverse thermal conductivities of. k: versusp (asp<1) at different volume fractions; up to
the composites by choosing the different geometric shapes, si%gy e . P | P f ) tion . — /4 f ireul f?lf p
(variousp) under the different volume fractions of filler materialst ¢ MaXIMum Volume fractiom= /% for a circuiar filer ina
and different ratios3 of component conductivities square. It can be seen that the dimensionless thermal conductivi-
To check the validity of the present model, we first assyme ti€S (ko) decrease with the decreasepofThe lower the values of
=a/b=1 in the E-S model, i.e., Eq11) is thus simplified to the P the larger the thermal resistances and the lower the thermal
C-S mode. We then compare the present theoretical predictigighductivity. The lower the values gf the father the deviations
from Eq. (11) at p=1 with Pitchumani and Yao’s fractal model from the thermal conductivity values at=1. This is consistent

[25] with physical situation. It is also seen from Fig. 5 that all the
- o thermal conductivity values are lower than both the upper limit
a\— Ug _ C i
K= 1_( 14 _)Uf N a1 ‘ values given by21,32]
2c C‘/1*C2 1-c
—1<c<1&C#0 (19a) ke =Buvi+(1-vy) (20)
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Fig. 4 A comparison on the thermal conductivities between the present Eq. (11) (as p=1) and existing

analytical solution Eq.  (19) at d,=dr, here Pl=a
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Fig. 9 A comparison on the results between the C-S model and the S-S model

(i.e., at p=1)

and the values given by the present C-S model. In addition, aamponent. Accordingly, the value @f should be chosen to be
unusual phenomenon is observed that the values from(Hg.
may be smaller than the lower bound given[B2]

1 Ug

E_

B +(1—Uf)

(1)

whenp is smaller than some certain val(gich ap=<0.1 in Figs.

5(a)~(d)andp=<0.5 in Figs. 5(c)~(d)). We believe that this phe-

nomenon is simply caused by the ratiosgf 1. However, this

unusual thermal behavior of composite is impossible to appear

the C-S model, in whicp=1.

tivity kJ versusp (asp>1) at different volume fractions; up to

The figure shows that for a givery(<w/4), the dimensionless

thermal conductivities increase with The higher the values ¢f,

higher than that of the present C-S mod¢gt. (11) asp=1). It
was found in this work that when;=0.1 andp>8, the fluctua-
tions were observed, i.e. some thermal conductivities may higHgrgeneralk, should be larger tha wheng<1, and less thap
than the upper bond given by E¢20), this is unreasonable. when g>1). The maximum possible value ¢f is also con-

Therefore,p=8 may be the maximum possible value fof

larger than 1 if a composite with a filler volume fraction
< /4 is designed to be a heat dissipating material.

Figures 7 and 8 present the results by the present R-S model,
and the similar results to those from E-S model are reported as
follows:

1) Whenp<1 (see Fig. 7), the values &f decrease with the
decrease op. The lower the values of, the larger the thermal
rﬁ'§istance; the lower the values pf the farther the deviations

from the thermal conductivity values at=1 (S-S model). When

From the above discussions, we can draw a conclusion that ivisis lower enough{such as 0.1and 8> 1, kg — 1. Obviously, as
not an appropriate choice if a composite is designed for heat dis<1, these configurations are suitable for composites used for
sipating purpose ap<<1. In other words, if a composite is de-insulation purpose.
signed for insulation material, we should chogsel.

! [ ; ‘ 2) Whenp>1 (see Fig. 8), the values df. drastically in-
Figure 6 presents the dimensionless effective thermal condyg¢zgse withp. The higher the values of, the larger the thermal

) c ! ractl conductivity; the greater the values gfthe farther the deviations
the maximum volume fraction/4 for a circular filler in a square. from the thermal conductivity values by the S-S model. Fig. 8 also
indicates that all the curves give the higher values than those by

e - < the present S-S model. These configurations may give the out-
the greater the deviations from the thermal conductivity values k% P g y 9

the C-S model(.e., a/b=1). In all situations, the curves are ¥and|ng performance of heat dissipation in composites. Since in

any situation the effective thermal conductivity should be con-

strained by the maximum possible valuekdf= 8 (=k; /k,) (i.e.

strained by the filler volume fraction; . In the limit situation of
=0.1. However, an interesting phenomenon is also found thgf=1, there is only one possible choice p&a/b=1. This ex-
when the filler volume¢ increases, the maximum possible valuglains that the possible values pidecreases with the increase of
of p decreases. This is expected because the filler volume fractipn see Fig. 8 again.
is constrained by the maximum volume fractieri4 and the

lengtha is also constrained by the side length of square. In the Further comparisons between the C-S model and the S-S model
limit situation ofv;=m/4, p=1, i.e.,a/b=1 is the only feasible are given in Fig. 9. It can be seen from Fig. 9 that the S-S model
choice and any>1 is inconsistent with the physical situation.and the C-S model give almost the same thermal conductivity
See Fig. 6(d). Therefore, this analysis provides a new insighienv;<0.3 (see Figs. 9(apnd (b)). However, the C-S model
about the transverse thermal conductivity and probably enablgesents much higher conductivity than the S-S model when
engineers to motivate a new idea/design for cooling the electromid.5 (see Figs. 9(cand (d)). This suggests that if desired, the
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Turbulent Plane Couette Flow
and Scalar Transport at Low
Reynolds Number

The turbulence structure and passive scalar (heat) transport in plane Couette flow at
Reynolds number equal to 3000 (based on the relative speed and distance between the
walls) are studied using direct numerical simulation (DNS). The numerical model is a
three-dimensional trilinear Galerkin finite element code. It is found that the structures of

Chun-Ho Liu the mean velocity and temperature in plane Couette flow are similar to those in forced

e-mail: liuchunho@graduate.hku.uk channel flow, but the empirical coefficients are different. The total (turbulent and viscous)
Department of Mechanical Engineering, shear stress and total (turbulent and conductive) heat flux are constant throughout the
The University of Hong Kong, channel. The locations of maximum root-mean-square streamwise velocity and tempera-

Hong Kong ture fluctuations are close to the walls, while the location of maximum root-mean-square

spanwise and vertical velocity fluctuations are at the channel center. The correlation
coefficients between velocities and temperature are fairly constant in the center core of
the channel. In particular, the streamwise velocity is highly correlated with temperature
(correlation coefficient=—0.9). At the channel center, the turbulence production is un-
able to counterbalance the dissipation, in which the diffusion terms (both turbulent and
viscous) bring turbulent kinetic energy from the near-wall regions toward the channel
center. The snapshots of the DNS database help explain the nature of the correlation
coefficients. The elongated wall streaks for both streamwise velocity and temperature in
the viscous sublayer are well simulated. Moreover, the current DNS shows organized
large-scale eddies (secondary rotations) perpendicular to the direction of mean flow at the
channel center.[DOI: 10.1115/1.1571084

Keywords: Computational, Finite Element, Heat Transfer, Turbulence

1 Introduction is a constant total shear stress through the fluid. The shear stress is

- aintained by either one moving wall and one stationary wall, or
In addition to turbulent flow, turbulent transport of heat an o walls moving in opposite directions.

mass is of great importance in most engineering applications. FOlzg1y studies focused on the transition from laminar to turbu-
example, mdoor air quallt_y, motorway/railway tunnel ven_tllgtlon}ence in Couette flow. Using DNS, Lundbladh and Johan§gon
atmospheric pollutant dispersal, and contaminant mixing und that the transitional Reynolds number is about 16Gith
oceans and rivers. Recent developments in supercomputatigis definition of Reynolds numberMeasurements showed that
both hardware and software, have made the direct numerigaé transitional Reynolds number is 14880, and fully devel-
simulation(DNS) of turbulence feasible. Even though the currenbped turbulent flow can be obtained at Reynolds number equal to
DNS databases are restricted to low Reynolds number and simp80[8,9]. DNS of Couette flow at Re12,000[10] calculated
flow geometry, they capture the detailed transient flow behavigggherent structure in the channel center core, that is in contrast to
guantitatively. These flow parameters are usually unable to fsced channel flow. Bech et dl11] compared their DNS with
measured experimentally to good accurdfyr example, near- Mmeasurements at Reynolds number equal to 5200, and they also
wall fluctuating quantities and velocity-pressure correlgtion ~ 'eéported the similaritynear-wall turbulenceand differencenon-

This study uses DNS to investigate the turbulent flow and sca@"® turbulent kinetic energy production at the channel center
transport mechanism in plane Couette flow at Reynolds numb cratween Couette flow and forced channel flow. Regarding the

based on the relative speed and distance between the walls, ecohlerent structurgroll cells) in Couette flow, Komminaho et al.

3000. Th loci d lar bound diti K performed DNS sensitivity tests for the size of horizontal
to - The velocity and scalar boundary conditions are Kegh i o¢ Reynolds number equal to 3000, and found that the roll

constant at the walls, while they are periodic in the streamwiggis contain about 10% of the turbulent kinetic energy. By DNS

and spanwise directions. The similarities and differences betwegnre=10,640, Papavassiliou and Hanrtt§] further confirmed

plane Couette flow and more well-studied forced channel flow afigat the roll cells are spatially and temporally persistent, which

also compared. can be considered as secondary flow rather than turbulence. Other
Fully developed turbulent forced channel flow, because of ifactors affecting the turbulence structure in Couette flow, such as

geometric simplicity, has been studied extensively from both erstation [14,15] and wavy surface[16] have been reported

perimental1,2,3]and numerical approachg$,5,6]. The flow be- elsewhere.

tween the upper and lower stationary walls is driven by a meanWith the calculated flow field, the scalar distribution can be

streamwise pressure gradient. The geometry of plane Couette flggiculated by considering the scalar transpgedvection-

is exactly the same as that of forced channel flow. However, ifliffusion) equation. Kim and Moiri17]employed a DNS to study

stead of mean pressure gradient, the driving force in Couette fiff}f neat transfefmass transportin forced channel flow for dif-
erent Prandlt(Schmidt) numbers. The calculations agree well

Contributed by the Heat Transfer Division for publication in th®URNAL OF with experlmen_tz_il and empirical results, but th.e use of |s_otr_1err_nal
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 2, 200200undary conditions made the DNS less practical to realistic situ-
revision received February 5, 2003. Associate Editor: S. P. Vanka. ations. Kasagi et al.18] revisited the problems by employing a
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more practical constant time-averaged heat flux boundary congi- Computational Issues
tion on the walls. However, the temperature field is no longer ) ) ]
horizontally homogeneous and there is a mean temperature gradi3-1 Numerical Method. The current DNS is carried out by
ent in the streamwise direction. An extensive review on the metfmploying a finite element code solving K@), (2), and(3). The
odology and contribution of DNS to turbulent transport was digmplicit dependence of velocity and pressure is decoupled by a
cussed in Kasagi and Shikazofi®9]. Using DNS of forced fractional-step method, which is second-order accuracy in time.
channel flow at different Reynolds number (R&50, 180 or The Galerkin method is used to construct the weighted residual
395), several studies have focused on the effect of Prandtl numfimulation of the mathematical model. The velocity, pressure and
(Pr=0.025 to 10)to heat transfef20,21,22]. Recently, Tiselj temperat_ure are approxm_ated by the same trlllnear_lnterpolatlng
et al.[23]included simulating the unsteady heat condition on theolynomials based on brick elements. The advection terms in
walls for a forced channel flow at Re150 and Pr=9.71 or 7. skew-symmetric form qu;u;/dx;+u;ou; /dx;)/2 are solved by
On the other hand, numerical studies of scalar transport in Cd}e explicit third-order Adams-Bashforth method. The diffusion
ette flow are very limited. Instead of DNS, Torii and Yaf#y] terms are solved by the implicit second-order Crank-Nicolson
employed ak— e model to study the heat transfer mechanism ifethod. The detailed methodology is discussed elseWR&r26].
Couette flow. They focused on the turbulence statistics, both flow ) . .
and temperature, calculated by turbulence model. 3.2 Computational Domain and Boundary Conditions
The following sections describe the mathematical model, simihe computational domain for plane Couette flow is a horizon-
lation parameters and computational details of the current DN®@Ily homogeneous rectangular channel of height H enclosed by
Then the turbulence statistics, both calculated flow and scaf#o rigid walls at the top and bottom. The streamwise direction is
fields are discussed. Afterward, | discuss the turbulent kinetic ek-the spanwise i and the direction perpendicular to the channel
ergy budget balance and the |arge scale structures of flow dﬁglls is z. The dimensions of the Computat|0na| domain are 6H

scalar transport. Finally, the conclusions are drawn in Section 3¢5HXH. The upper wall moves at constant velocity U while the
lower wall is stationary. No-slip velocity and isothermal boundary

conditions are applied on the walls. The dimensionless tempera-
. ture boundary conditions are prescribed-esand 1 on the upper
2 Mat_hem.atlcal Mod.el ) o _ and lower walls, respectively. Periodic boundary conditions are
I consider incompressible flow of Newtonian fluid, in which theassumed in the streamwise and spanwise directions for both flow
governing equations are the momentum equation and temperature calculations. Because of the boundary conditions,

9 o 1 Au even we use an equal-order finite element method, pressure
4 —uu=— —+ — ! (1) boundary conditions are not necessary and the velocity boundary
at - ox ) ax; - Readx;ox; conditions are sufficient to close the mathematical model.
and the continuity equation 3.3 Simulation Parameters. The computational domain is
au; discretized into 14496128 brick elements ix, y, andz direc-
v 0, (2) tions, respectively. The dimensionless element sizes in the stream-
]

wise and spanwise directions are evenly distributesix (
wherex; (i=1,2,3) are the Cartesian coordinatasare the ve- =0.042,Ay=0.052). In the wall-normal direction, the elements
locity componentst is the time,p is the kinematic pressure, andare stretched away from the walls, in which the dimensionless
Re (=UH/v, wherev is the kinematic viscosilyis the Reynolds element sizedz ranges from 0.0035 at the walls to 0.0172 at the
number. The equations are expressed in tensor notation and ehgnnel center. In this study, the Reynolds number is prescribed as
usual summation convention on repeated indices is employed. AIP00 that turbulence is fully developed. The dimensionless fric-
variables in Eq(1) and(2) are nondimensionalized by the refer-tion velocity is 0.0352 and the Reynolds number based on friction

ence length scale H and the reference velocity scale U. velocity Re. (=u,H/2v) is 52.8. The dimensionless element sizes
With the calculated flow field, the temperature is obtained bip wall units, Ax*,Ay*,Az"), are(4.4352, 5.4912, 0.3696, to
integrating the equation of conservation of energy 1.8163). The spatial resolution employed in the current DNS is
T o 12T comparable to other numerical studies, and is adequate to capture

L T Tu=—— ©) the dissipation range at the Reynolds number considered. The di-
gt ax; ' ReProxox; mensionless time incremental intervalt is 0.005 @At*

T is the temperature which is nondimensionalized by the referencedtu?/»=0.01859) that satisfies the Courant-Fredrichs-Lewy
temperature scale T{AT/2, whereAT is the temperature differ- requirement of the third-order Adams-Bashforth method.

ence between the walland the Prandtl number is set to 0.71 The current DNS was started from the analytical solution to
(air). The buoyancy force is neglected and thus the temperaturddgiinar flow U=z, v=0, w=0 andT=1-2z). With the buoy-
considered as a passive scalar in this study. | use temperatur@®@ term switching on initially, the turbulence was triggered by
the scalar in this paper and present the DNS as a heat trangf@@ll random perturbations imposed on the laminar temperature
problem. In fact, the temperature and Prandtl number can be figld. After 3 dimensionless time units (H/U), the buoyancy term
placed by scalar mixing ratio and Schmidt number, respectivelyas switched off and the calculation continued for another
for mass transfer problems. 00H/U for turbulence development and reaching statistically

For turbulent shear flow, it is also convenient to use wall varfteady state. Afterward, the results were collected for another
ables which are denoted by a supersctiptThe reference veloc- 500H/U (1858 viscous time unitthat were archived at every
ity scale is the friction velocity,= (7, /p)“2 wherer,, is the 0-5SH/U.
mean shear stress on the walls gnds the fluid density. The
reference length scale igu,.. The reference temperature scale iy Results and Discussions
wall variable is the friction temperature
4.1 Turbulence Statistics. The vertical profile of dimen-

o «(T) sionless mean streamwise velodjty in dimensionless global co-
iz |, ordinates is shown in Fig.(&). Statistics are denoted by paren-
T,=——", (4) theses(), that are the spatialin the streamwise and spanwise
ul’

directions)and temporal averaging. The S-shape velocity profile is
where « is the thermal diffusivity andvd(T)/dz|,, is the mean antisymmetric about the horizontal centerline, in which the flow
surface heat flux on the walls. velocity at the channel center is uniform while its gradient near
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Fig. 2 Vertical profiles of mean vertical turbulent flux u"w'")
(—), mean viscous flux —1/Re u)dz (— — —— — — ), and
their sum (------ ), normalized by ui for turbulent Couette flow at
Re=3000.

Couette flow from other numerical and experimental results in the
form of u"=Alnz"+B are 2.3sA<2.55 and 4.38<6.0
[12,13,16]. Thus, the current DNS for Couette flow is consistent
with other studies.

For plane Couette flow, the conservation of mean vertical mo-
mentum is

EECHPWAEY. " o

Re gz

where the superscrifitdenotes the deviation from statistical mean
u"=u—(u). Eg. (5) exhibits a constant total shear stress
Fig. 1 Vertical profiles of dimensionless mean streamwise ve (=wall shear stress) throughout the channel. The calculated total
locity (u) for turbulent Couette flow at Re =3000: (a) dimen- St;]ear: ‘:ﬁress CIO_Ser satISfle,;]thezeo/XaCt SOIUFIOd,;eq('Elg:[hZ) n tical
sionless global coordinates; and (b) wall coordinates. O: whic e erroris r)o more than 27 (;omparlng 0 the theoretica
one. The central difference scheme is employed to calculate the

present calculation, -+ Cut=zt, — —— ut=47In 7" . ; ) . - .
256, e - u*t=2.331n Z*+4.96. & DNS from Kim et al velocity gradient whose truncation error is of first order of grid
[4], and O: measurements from Z “ukauskas and S lanciauskas spacmgO(Az). The_ current_ error in th.e Calc.ljlated t.Otal shear
[2é]. stress is thus consistent with the vertical grid spacing (0.0035

<Az=0.0172) employed. In forced channel flow, the total shear
stress is a linear profile with zero shear stress at the channel center
) ) ) and maximum shear stress at the walls. On the contrary, in Cou-
the walls is sharp. Unlike forced channel flow the velocity gradisiie flow the turbulent shear stresgu"w") is symmetric about
ent at the channel cente#(u)/dz|,—os of Couette flow iS tha channel horizontal centerline whose maximum is at the chan-
non-zero 0.2), whose magnitude is comparable to that calCyye| center, The non-zero turbulent shear stress and velocity gradi-
lated by Kommlr!ahp et aI[lZ] Th(i .\/e.rtlcal profl.le Of mean ent Slgnlfy that the turbulence productim(u”w”)ﬁ(u)/az is
streamwise velocity in wall variables™ is illustrated in Fig. 1(b) non-zero at the channel center and increases the local turbulent
in a semi-logarithmic form as a function of wall .umt*. The inetic energy. The intersections of turbulent and viscous shear
mean streamwise Ve|OCIty can be d|V|ded Into a viscous Sublaﬁfesses as Shown in F|g 2 thus represent the |Ocations of maxi_
(uf=z", 0<z'<5), a buffer region ¢*=5Inz"-3.05, 5 mum turbulent kinetic energy production. The momentum trans-
<z"=<30[27] p. 504), and a logarithmic regioru{=2.5Inz" port is mainly accomplished by turbulent shear stress in the chan-
+5.5[4]) from z* =30 extending to the channel center. With theael center core. Approaching the walls, the turbulent shear stress
fine spatial resolution, the viscous sublayer is well resolved thdécreases, while the mean velocity gradient and thus the viscous
agrees with analytical solution, DNS for forced channel fle\y  shear stress 1/Rgu)/dz increase. The maximum turbulent shear
as well as measuremef28]. Due to the domination of viscousstress is 96% of the total one locating at the channel center. Op-
motions in viscous sublayer, the mean streamwise velocity profij@sitely, in forced channel flow the maximum turbulent shear
could be well represented by a linear function in wall units istress is about 75% of the total one locating in between the chan-
either forced channel, Couette or open charf@el flows. In the nel center and the walls.

buffer region, the best-fit profile of the mean streamwise velocity The vertical profiles of root-mean-square velocity fluctuation
based on the current DNS is" =4.7 Inz" —2.56, which is very normalized by friction velocity(u/u/)%u, are shown in Fig.
close to that reported by Warf27]. Because of the small Rey-3(a) in dimensionless global coordinates, that, as expected, the
nolds number, the logarithmic region of the present DNS is smatofiles are symmetric about the horizontal centerline. In spite of
(z"=<53). The best-fit log-linear variation of mean streamwisthe non-zero turbulence production in the channel center core, the
velocity in the logarithmic region based on the current DNS idimensionless streamwise root-mean-square velocity fluctuation
u*=2.33Inz"+4.96, which is different from that reported by(u”u”)*?u, has a local minimum at the channel center, while the
other forced channel flowjgt]. The reported log-law constants forlocal maxima are near the walls. On the other hand, the dimen-
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Fig. 3 Vertical profiles of root-mean-square velocity fluctua-

tion normalized by wall friction velocity for turbulent Couette (b)

flow at Re=3000: (a) dimensionless global coordinates; and (b)

wall  coordinates. Wy, —————— . Fig. 4 Vertical profiles of dimensionless mean temperature
VVHYYyand e (w'w”y¥3fu_ . &: measurement from Ay- (T) for turbl_JIent Couette flow at Re _=3000: (a) dimensionless
din and Leutheusser [30], O: measurement from Bech et al. global coordinates; and  (b) wall coordinates. O: present calcu-
[11], A: DNS from Lee and Kim [10], and O: DNS from Papavas-  lation, - D TT=Prz*, —+——: Tt=2.63In z*+1.2, O: mea-
siliou and Hanratty [13]. surement from Z ukauskas and S lanciauskas [28], A: DNS from

Kim and Moin [17], and ¢: LES from Cabot and Moin [34].

sionless spanwisév”v"YY%u, and vertical(w"w")*?u_ root-

mean-square velocity fluctuations increase monotonically frofie maximum streamwise root-mean-square velocity fluctuation is
zero at the walls to maximum at the channel center. However, thre close to that calculated by Lee and Kib®] than that from
studies at higher Reynolds number (R&000 [16] and Re other experimental and numerical results. It is overpredicted by
=10,640[13]) found slight local minima of spanwise and verticab% compared with the well-accepted calculated values
root-mean-square velocity fluctuations at the channel center. THe"u”)Y%u,=2.77) in turbulent shear flow. This would be attrib-
spanwise root-mean-square velocity fluctuation is fairly constanted to the different flow configurations.

((v"v"y*?/u,=0.13) in the channel center core while its vertical Similar to the vertical profile of mean streamwise velocity, the
counterpart shows a gentle maximuw(w")"%u,=0.11). Op- vertlcal_proflle of mean temperatu(é_’) is antisymmetric about
positely, in forced channel flow all the minima of streamwisehe horizontal centerline as shown in Figajt The mean tem-
spanwise and vertical root-mean-square velocity fluctuations [Berature is more uniform in the channel center core while its gra-
cate at the channel center. Moreover, the magnitudes of dimélent is steeper near the walls. In the current DNS the dimension-
sionless spanwise and vertical root-mean-square velocity fluctd@ss friction temperaturg, is 0.086 and the dimensionless mean
tions are almost the sanfe- 0.6 [4]). The spanwise root-mean-temperature gradient at the channel ceat{d)/9z|,—osis —0.48.
square velocity fluctuation calculated by the current DNS is 18%s shown in Fig. 4(b), near the wallz{(<5) are conductive
higher than its vertical counterpart at the channel center. In walblayers where molecular diffusion dominates the heat transfer.
units (Fig. 3(b)), the current DNS agrees well with measurementdoreover, the mean temperature profile wall variable)is a
[30,11] and DNS[10,13]. The local minimum dimensionlesslinear function of the distancén wall units) from the wall (T*
streamwise root-mean-square velocity fluctuation is 2 at the chaaPrz"). For region farther away from the wallg(>20), the

nel center, that is within the broad range from various existingeat transfer is dominated by turbulent heat fluxes. The mean
experimental and numerical results. Indeed, the current calculatechperature profile could be approximated by a logarithmic dis-
root-mean-square velocity fluctuations at the channel center afiution T*=A In z"+B whereA andB are constants. The value
greater than those of forced channel flow by a factor of two. Thisf A is barely affected by the flow in a wide range of Reynolds
would be due to the non-zero turbulence production at the chanaeld Prandtl numbers (1.83A<2.1), while B strongly depends
center. The location of the present calculated maximum streagn the Prandtl number of the working fluid. For9.71,B is 3.8
wise velocity fluctuation " =14) agrees well with that calcu- based on measureme@8]. The constants based on the best-fit
lated from other DNS of turbulent shear flow. The magnitude gfrofile of the current DNS ar&=2.63 andB=1.2. The DNS of
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Fig. 5 Vertical profiles of mean vertical turbulent heat flux
(T"w"”y (—), mean vertical viscous heat flux
—1(RePr) &TYIz (—— — — — — ), and their sum  (------ ) nor-
malized by T,u, for turbulent Couette flow at Re =3000

forced channel flow at Re150 and Pr=0.718] finds that the

constantsA and B are 2.78 and 2.09, respectively. At Rel80
and Pr=2, the DNS of open channel fl¢&1 ] finds A=3.68 and
B=10.1. At Re=640, the large-eddy simulatidiES) of forced
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Fig. 7 Vertical profiles of correlation coefficients between
streamwise u” and vertical w” velocities (——), temperature T”
and streamwise velocity u” (—— —— — — ), and temperature
T" and vertical velocity w” (--+--- )

ent by central difference method as discussed previously. Analo-
gous to momentum transport, the vertical heat transfer is
dominated by conductive diffusion in the near-wall regions, while
it is generally governed by turbulent diffusion in the channel cen-

channel flow[32]finds A=2.12 for Pr=1, 100 and 200. Previouste! core. Even though the Reynolds number in the current DNS is

experimental, DNS and LES studies have shown a broad rangér
the values of the constant terrAsandB. Thus, it is hard to draw

tively small, the vertical turbulent heat flux is large which is
94% of the total one at the channel center. Because of the en-

a conclusion about the form of the logarithmic function in turbu-
lent shear flow or even plane Couette flow. Further investigations

are necessary to quantify the constant terms. 1
Ensemble averaging the energy conservation equation(3g. 09EF
we obtain the mean vertical heat fluxes equation 08k
07F
1 «T 1 «T 06E
L <>*<T”W”>:R ; (M| ©
ePr gz eProz | % 05F 50
04 40
Hence, the sum of conductive 1/Re/PF)/dz and turbulent ver- 0.3 30,
tical heat fluxes—(T"w") is constant & wall surface heat flux) 0.2 20
throughout the channel. The current DNS closely satisfied@q. ol 10
(Fig. 5). The error of 2% of the calculated total heat flux is trun- ’ o
cation error which is caused by calculating the temperature gradi- O 1 — 3
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Fig. 8 Vertical profile of root-mean-square temperature fluc-
Fig. 6 Vertical profiles of mean streamwise turbulent heat flux tuation (7" T")Y2 normalized by friction temperature T _ for tur-
(T"u") normalized by T,u, for turbulent plane Couette flow at bulent Couette flow at Re =3000: (a) dimensionless global co-
Re=3000 ordinates; and (b) wall coordinates.
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hanced turbulent mixing, the mean temperature is relatively gemost part of the channel except in the viscous sublafe@s23 to
tler at the channel center as shown in Figa)4 The maximum —0.4). The maximum negative correlation coefficienti6.45 in
dimensionless vertical turbulent heat flux is slightly smaller thathe near-wall region that is comparable to that obtained in forced
the maximum dimensionless vgrtical turbulent shear stress tR@atnnel flow[4]. The peaks locate a=0.9 (z"=10), that are
would be caused by the magnitude of the Prandtl number. Thgry close, but do not coincide exactly with the locations of maxi-
Prandtl number used in this study is smaller than one, as a resgfiym turbulence production in turbulent kinetic energy budget
mg t%ttg?gmaojz g:eg?g;jtﬁggvteh;‘fg]}J{:g‘;j?g%nm‘;%ﬁfﬁﬁgn‘gfg Ibalan(:e. The correlation coefficient between streamwise velocity
. : : "o T\ 112/, oy 1\ 112
forced channel flow, both conductive and turbulent vertical he%foggaﬁggﬁ oultsth : Ig;‘a;(r? é?vsvggslé >n/é;a-tli-v33 nggxium>um cor-

fluxes are zero at the channel center. Moreover, the maxim ) -
turbulent vertical heat flux is 70% of the total of#8,33]locating rgatlon coefficients are-0.94 atz* =6. These calculated features

in between the channel center and the walls. The product of vif}-Couette flow are very similar to those obtained in forced chan-
tical turbulent heat flux and temperature gradient is the producti@f§! flow [17,18]. In contrast, the negative correlation coefficient
term in the temperature fluctuati¢ii”T") budget. Thus, the pro- etv_veen streamwise velocity and_ temperature at the channe_l cen-
duction of turbulent temperature fluctuation is non-zero in thg" in forced channel flow—0.5) is much smaller than that in
channel center core, and the locations of maximum production &r@uette flow(—0.83). The correlation coefficient between vertical
the intersections of the curves in Fig. 50.12 andz*=12).  Velocity and temperatur€T"w")/(T"T")¥(w"w")*'* has minima

The maximum dimensionless streamwise turbulent heat fIé®-2) on the walls. It increases with increasing distance from the
(T"U")/T,u, is 6.7 atz* =14 (Fig. 6). Previous studies of heatwalls resulting in a peak0.45) at z" =10 and then decreases
transfer for forced channel flow have reported a wide range of telightly thereafter. In fact, it is almost constd@t4)in the channel
value of maximum streamwise turbulent heat flux. The DNS bgenter core.
Kim and Moin[17]and Kasagi et a[.18]find values of 5.5 and 6  The vertical profile of the calculated dimensionless root-mean-
(atz"=15), respectively. The values obtained from LE3®,33] square temperature fluctuati¢f” )2/ T _is shown in Fig. 8(a)
are 9. It is thus hard to assess the accuracy of the current DNSilorglobal dimensionless coordinates. Similar to the root-mean-
calculating the streamwise turbulent heat flux. Nonetheless, thguare streamwise velocity fluctuation, the root-mean-square tem-
current DNS is reasonable in that regard. Unlike forced channgdrature fluctuation is symmetric about the horizontal centerline
flow, the dimensionless mean streamwise turbulent heat flux dad its minimum(2.2) is at the channel center. The maximum

Couette flow is non-zero at the channel center that is equal to 3dimensionless root-mean-square temperature fluctuation is 2.5 at
The vertical profiles of correlation coefficients between stream+ — 17 a5 shown in Fig. ®).

wise and vertical velocities, streamwise velocity and temperature,

and vertical velocity and temperature are shown in Fig. 7. The4.2 Budgets for Turbulence Variables. In fully developed
correlation coefficient between streamwise and vertical velocitiégrbulent plane Couette flow, the dimensionless turbulent kinetic
(u"w"y(u"u"y YA w'w" )2 is fairly constant—0.41 to—0.45)in  energy budgefu/'u!'/2) is governed by the following equation

2 lu”u” =_<u”w”> 3<u)_i %% +L & lu”u” _i<w” r/)_i lu”unwn
Dr\2"it 9z Re\dx; dx;|  Redzaz \2 "] T NP T g\ gt )

~ RS ~ s

—~
roduction dissipation viscous diffusion velocity-pressure turbulent diffusion (7)
p P y-p!

gradient correlation

total diffusion

where D/Dt=dldt+dldx;. The production term draws energytion. However, because of the velocity-pressure gradient correla-
from the mean flow to the turbulence. The viscous diffusionion, the location of maximum negative total diffusion is slightly
velocity-pressure gradient correlation and turbulent diffusiofarther away from the walls than that of maximum production. At
terms construct the total diffusion term, which redistributes tl’me walls, the energy loss by dissipation is totally counterbalanced
turbulent kinetic energy spatiallfonly vertically in horizontally py the energy gain by viscous diffusion.

homogeneoug flo_)NFlnaIIy, the dissipation is an irreversible sink The equation for vertical turbulent shear stress budgén”)
of turbulent kinetic energy. The above terms perform the ener ' Couette flow is

cascade from large to small scale in turbulent flow. The vertical
profiles of the terms in the turbulent kinetic energy budget for

Couette flow are shown in Fig. 9. The most obvious difference 2<u”w”>: _<W”w”>M_i<‘9L” M>
compared with forced channel flow is the non-zero production and Dt dz  Rel\ dx; dx;
dissipation terms at the channel center. Moreover, the production -

and dissipation do not counterbalance each other. The production production dissipation

in the channel center core is not large enough for the energy loss ap" ap"

by dissipation and velocity-pressure gradient correlation. The lo- —(< ”—> +< ”—>)
cations of maximum production are within the buffer regioms ( dz dx

=0.1 andz*=10). The energy then diffuses toward the channel velocity-pressure gradient correlation

center(mainly accomplished by turbulent diffusipand the walls 5

(accomplished by both turbulent diffusion and viscous diffusion +— (u"w"y— — (u"w"w" (8)
Turbulent kinetic energy is redistributed by viscous diffusion in Re 929z dz ‘

the viscous sublayer where the production is much smaller than o - djﬁusion‘

the dissipation. The locations of equal viscous diffusion and tur- _

bulent diffusion coincide with the locations of maximum produc- total diffusion

Journal of Heat Transfer DECEMBER 2003, Vol. 125 / 993

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 AT 1
09 0.9
03 0.8
07 07
o5 0.6
~ 05E 50 v 0.5 50
04F © 0.4 ©
03f 10 03 30
+N +N
02F 20 0.2 20
0.1F 10 0.1 10
0 e AT Y. Pt 0 0 WL it - 38
0 0.0005 0.001 -0.0004 -0.0003 -0,0002 -0.0001 0  0.0001 0.0002 0.0003 0.0004
Gain Gain 085
Fig. 9 Vertical profiles of the terms in turbulent kinetic energy Fig. 10 Vertical profiles of the terms in Reynolds stress
(u’u’12) budget Eq. (7) for turbulent Couette flow at Re  =3000. {u"w") budget Eq. (8) for turbulent Couette flow at Re =3000.
production,  ------ dissipation, ¢ viscous diffusion, X —turbulent production, = ----- dissipation, ¢ viscous diffu-
velocity-pressure gradient correlation, V turbulent diffusion sion, V turbulent diffusion, — —— —— — total diffusion,
and — — — — — — total diffusion [0 velocity-pressure  gradient correlation —(u"ap"laz),
A velocity-pressure gradient correlation —(w"dp"ldx) and

—-—-—- total velocity-pressure gradient correlation

The vertical profiles of the terms in E@) are shown in Fig. 10.

The vertical turbulent shear stress budget is generally dominated

by the counterbalance between production and velocity-pressure

gradient correlation, while the energy transport by total diffusiothe kinematic viscosity. Thus, we expect almost the same mag-
and dissipation is relatively small throughout the channel. Energijtude of molecular diffusion for turbulent kinetic energy and
diffuses toward the walls and the channel center from locations @hergy of temperature variance budget transfer if the Prandlt

larger production(near-wall regionz=0.15). Similar to the tur- ,mper is close to one. In the conductive sublayers, the dissipa-

bulent kinetic energy_budget, the productlor_l IS non-zero at t.rfl%n is counterbalanced generally by the molecular diffusion.
channel center, that is counterbalanced mainly by the velocity-

pressure gradient correlation. asagi et al[18]finds a local minimum of dissipation gt"=8
The equation for temperature variance bud@fT”) for Cou- whlc_h is not observed in the_ cgrre_nt D_NS. Instead_, a region of
ette flow is relatively gentle change of dissipation is observed in the nearby
location.
The equation for streamwise turbulent heat flux buddéu”)
D L o KTY 2 [oT" oT" for Couette flow is
—(T"T"y==2T"W") —— —  — —
Dr< ) {T"w") dz  Pr\ dx; dx;
production dissipation

2

<T”T”> — %<T”T”W”>.

”

ﬁ 0z 0z 9)

molecular diffusion turbulent diffusion

”

total diffusion

The vertical profile of the terms in the temperature varianc
budget is shown in Fig. 11. Unlike the temperature varianc
budget for forced channel flop83], about 25% of the turbulent
kinetic energy dissipated at the channel center is transported «
diffusion from the buffer regions, in which turbulent diffusion
dominates the energy transport. The maximum production locat
at z=0.12 " =12), where both turbulent diffusion and vis-
cous diffusion transport energy toward the channel center ai
the near-wall regions. The energy transport mechanism fi
temperature variance is similar to that of turbulent kinetic enel
gy. The locations of maximum total diffusion coincide with ; P
those of maximum production, however, they do not coincid $o1 000755005 00025 0 00025 0005 00075 001
with the locations of maximum temperature variance. In the buffer Loss Gain

regions, comparing to turbulent kinetic energy budget, the engfiy 11 vertical profiles of the terms in temperature variance

gy of temperature variance transported by molecular diffusiqny 7y budget Eq. (9) for turbulent Couette flow at Re =3000.

is greater than the turbulent kinetic energy transported by vis-—turbulent production, -+ dissipation, ¢ viscous diffu-
cous diffusion. It is because the thermal diffusivity is greater thaston, V turbulent diffusion and — — — — — — total diffusion.
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2 (T"u"y=—(u"w") A _ (T"w") Ao (L + L[ty T”—ap”
Dt dz dz \Re RePr/\ dx; dx; dz
production dissipation temperature-pressure

gradient correlation

1 19 " aT” 1 19 T” au” T” " "
+—— +——(1T"—) = )
Re 0z " 0z RePr oz 0z 0z < ww >

~ RS s

(10)

molecular diffusion turbulent diffusion

total diffusion

The vertical profiles of the terms in E¢LO) are shown in Fig. 12. The temperature-pressure gradient correlation and the dissipation
terms draw energy from the mean flow throughout the channel. In the near-wall region the energy sink is dominated by dissipation.
However, at the channel center, the magnitudes of energy-sink from dissipation and temperature-pressure gradient correlation terms are
almost the same. Similar to the turbulent kinetic energy budget balance, at the channel center the non-zero production is not large
enough for energy loss. The energy gain at the channel center is generally accomplished by turbulent diffusion in addition to the
production, so as to counterbalance the energy loss. The magnitudes of viscous diffusion and diffusive diffusion are similar in most part
of the channel. While close to the viscous sublayer, the diffusive diffusion is about 30% higher than the viscous diffusion. The
difference would be attributed to the thermal diffusivity, which is greater than the kinematic viscosity aboPB6%71). A similar
magnitude of viscous and diffusive diffusion is expected if the Prandlt number is about unity.

The equation for vertical turbulent heat flux budg@&w”) for plane Couette flow is

D o . 3<T) ( 1 1 ow" oT" " 3p”
oI ==0w) e remr) \om ax VL e

v

1 19 " aT” 1 19 T” aw” T” " "
t—— (W)= T"—) - = )
Re 0z W 0z RePr oz 0z 0z < wow >

~ ~ ” s ” ”

production dissipation temperature-pressure molecular diffusion turbulent diffusion

gradient correlation

~

total diffusion
11)

The vertical profile of the terms in the vertical turbulent heat fluance the energy loss by temperature-pressure gradient correlation,
budget is shown in Fig. 13. Unlike the streamwise turbulent heand transports energy toward the viscous sublayer to balance the
flux budget, the production and temperature-pressure gradient camergy loss by dissipation. The turbulent diffusion is generally
relation almost counterbalance each other throughout the changetater than the viscous diffusion unless in the conductive
The dissipation is negligible except in the viscous sublayer thatssblayer.

about 15% of the total energy loss. Even though the energy of th

e .
vertical turbulent heat flux transported by total diffusion is small, 4-3 Structure of the Flow and Temperature Fields. The

[, T X : o
gf_ewous sections describe the turbulence statistics and energy
udget characteristics by looking into the statistical quantities.
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Fig. 12 Vertical profiles of the terms in streamwise turbulent

heat flux (T"u”) budget Eq. (10) for turbulent Couette flow at
Re=3000. [J turbulent production —{u"w"Y@{T) dz, A turbu-
lent production —(T"w")d{u)/ dz, — total turbulent produc-
tion, ------ dissipation, ¢ viscous diffusion 1 /Re d/dz{u"dT'1dz),
O conductive diffusion 1 /(Re Pr)d/dz{(T"du"ldz), V turbulent
diffusion, — —— —— — total diffusion, and —
temperature-pressure gradient correlation.

Journal of Heat Transfer

Fig. 13 Vertical profiles of the term in vertical turbulent heat
flux (T"w”) budget Eq. (11) for turbulent Couette flow at
Re=3000. ——total turbulent production, dissipation, <
viscous diffusion 1 /Re d/dzZ{w'dT'1dz), O conductive diffusion

1/(RePr)dldz(T'dw"ldz)y, V turbulent diffusion, — — —total
diffusion, and — -—— temperature-pressure gradient
correlation.
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Fig. 14 Contours of fluctuating variables on the X-z plane in the middle of the y domain: (a)
u" contours; (b) w” contours; and (c) T” contours.
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Fig. 15 Contours of streamwise velocity fluctuation u" onthe Fig. 16 Contours of temperature fluctuation T’ on the x-y
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996 / Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 17 Contours of fluctuating variables on the y-z plane in the middle of the x domain: (a)
v” contours, (b) w” contours, and (c¢) T” contours.

Additional perspective about transport mechanisms, both momenPapavassiliou and Hanratf{t3] found organized large eddies
tum and energy, could be obtained by looking into the instantax the center core of the channel perpendicular to the mean flow
neous flow and temperature fields. (roll cells). The effects of the secondary flow to the temperature
Figure 14 shows the contours of instantaneous fluctuatinlistribution is depicted in Fig. 17. Unlike forced channel flow in
streamwise velocityu”, vertical velocity w” and temperature which coherent structures are only observed in the near-wall re-
T” on the x-z plane in the middle of the/-domain ¢=2.5). gion, large scale coherent structures of alternative positive and
These figures are snapshots of the DNS and are considerednegative velocity fluctuationgoth spanwise and vertigare ob-
typical flow and temperature structures. The negative correlatisarved in the center core of Couette flow. The coherent structures
coefficient between streamwise and vertical velocitiegre in the form of secondary rotations, resulting in the alternative
(u"w"y{u"u" YV w'w"y 2 is also depicted in Fig. 14) and (b). high and low temperature fluctuation.
Obviously, most regions of positive streamwise velocity fluc-
tuation coincide with regions of negative vertical velocity fluctua- )
tion, and vice versa. As a result, the correlation coefficient be- Conclusions
tween streamwise and vertical velocities is negative in mostThe turbulence structure and heat transfer mechanism in plane
part of the computational domain. The nature of the correlatiqpouette flow at Reynolds number equal to 3000 is investigated by
coefficients between streamwise velocity and temperatuNS. The numerical model is a three-dimensional finite element
(T"u"yKT"T")yY5u"u")Y2, and vertical velocity and temperaturecode with the use of Galerkin weighted residual method. | dem-
(T"W"KT" T Y2 w"w")y¥2 can also be explained in a similaronstrate the turbulence statistics, turbulent kinetic energy balance
manner. Structure of hot and cold fluids in the form of S-shape a@ed large-scale coherent structures, and discuss the differences
aligned across the channel as shown in Figicl4These large between turbulent Couette and forced channel flows. The mean
structures cross the centerline in Couette flow that enhance tredocity and temperature profiles for Couette flow are similar to
heat transfer between the walls. those of forced channel flow that can be divided into viscous
Figure 15(a)shows the contours of the instantaneous fluctuasublayer (1" =z"), buffer region and logarithmic region. Based
ing streamwise velocity” on thex-y plane atz" =5. The typical on the current DNS, the best-fit profile of the buffer and logarith-
wall streaks for wall-layer turbulence in viscous sublayer is shownic regions areu™=4.7 Inz*—2.56 andu®=2.33Inz"+4.96,
as elongated regions of high speed fluid located adjacent to tiegpectively. The current DNS closely satisfies the analytical so-
low speed fluid. The coherent structure of streaks is also obsenletion to the total shear stress for Couette flow which is constant
in the center planeg=0.5 as shown in Fig. 15(ut it is not as throughout the channel. Unlike forced channel flow, the produc-
elongated as that in the viscous sublayer. The temperature flucttiea terms of turbulent Couette flow are non-zero at the channel
tion T” is also organized in streaks carrying elongated alterneenter. Moreover, the maximum turbulent shear st(6686, lo-
tively high and low contours in the conductive sublay€ig. cates at the channel centes greater than its forced channel coun-
16(a)). The organized structure of temperature fluctuation is alserpart (75%, locates in-between the channel center and ywvalls
observed at the channel cen{€ig. 16(b)). Because of their high Based on the current DNS data base, The root-mean-square veloc-
correlation coefficients, the contours of streamwise velocity arnty fluctuations are calculated that are comparable to other DNS
scalar fluctuations are highly correlatéubsitive streamwise ve- and measurements. Similar to the mean velocity profile, the tem-
locity fluctuation and negative temperature fluctuation, and vigeerature profile for plane Couette flow can be divided into three
versa). characteristic regions as discussed above. The logarithmic tem-
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perature profile based on the current DNSTi& =2.63 Inz" Plane Couette Flow,” in Paper 5-Broc. 8th Symposium on Turbulent Shear
' Flows, Munich.

+1.2. However, previous DNS, LES and measurements Sh‘?WGCtﬂ] Bech, K. H., Tillmark, N., Alfredsson, P. H., and Andersson, Helge I., 1995,
block range of the values of the constant terms, further studies are” “an investigation of Turbulent Plane Couette Flow at Low Reynolds Num-
required to quantify accurately the constant terms in the logarith-  bers,” J. Fluid Mech. 286, pp. 291-325.

mic region. Similar to the mean vertical momentum equation, th&l2] Komminaho, J., Lundbladh, A, and Johansson, A. V., 1996, “Very Large
current DNS exhibits constant total heat flux across the Couette Stuctures In Plane Turbulent Couette Flow,” J. Fluid Me@20, pp. 259~

flow Channel. tha.t agrees well W'th the analytical .SOIUUOn' . Thﬂl?,] Papavassiliou, D. V., and Hanratty, T. J., 1997, “Interpretation of Large-Scale
temperature is highly correlated with the streamwise velocity in ~ Structures Observed in a Turbulent Plane Couette Flow,” Int. J. Heat Fluid
which the correlation coefficient is as high a9.8 to 0.94. The Flow, 18, pp. 55-69.

root-mean-square temperature fluctuation is computed whose @141 Bech, K. H., and Andersson, H. 1., 1996, “Secondary Flow in Weakly Rotating
. . . . _ Turbulent Plane Couette Flow,” J. Fluid Mecl317, pp. 195-214.
mensionless maximum is 2.5 Iocatlngzzit— 17. The energy bud- 15] Bech, K. H., and Andersson, H. I., 1997, “Turbulent Plane Couette Flow

gets for the turbulence variables are also analyzed. In contrast t0 - sypject to Strong System Rotation,” J. Fluid MecB47, pp. 289—314.
forced channel flow, production for the turbulence variables erf46] Suliivan, P. P., McWilliams, J. C., and Moeng, C.-H., 2000, “Simulation of
ergy budgets is non-zero at the channel center. However, the pro- Turbulent Flow Over Idealized Water Waves,” J. Fluid Mect04, pp. 47-85.

duction is unable to counterbalance the dissipation. The total dift7]Kim. J., and Moin, P., 1989, “Transport of Passive Scalar in a Turbulent
p Channel Flow, Turbulent Shear Flowl.-C. Andre, J. Cousteix, F. Durst, B. E.

fusion transports_ energy : tQ compensate the energy-smk. The Launder, F. W. Schmidt, and J. H. Whitelaw, eds., Springer-Verlag, Bé&lin,
nature of correlation coefficients of turbulent plane Couette flow pp. 85-96.

is explained by looking into the instantaneous fluctuating varif18] Kasagi, N., Tomita, Y., and Kuroda, A., 1992, “Direct Numerical Simulation
ables. Similar to other turbulent shear flows, well organized and of Passive Scalar Field in a Turbulent Channel Flow,” Journal of Heat Trans-

; ; fer, 114, pp. 598-606.
elongated streaks are observed in the viscous SUblayer of turbu"ﬂg] Kasagi, N., and Shikazono, N., 1995, “Contribution of Direct Numerical

Couette flow. In addition, large scale coherent structures and sec- Simulation to Understanding and Modelling Turbulent Transport,” Proc. R.
ondary rotations, and their effects to heat transfer in turbulent soc. London, Ser. A451, pp. 257—292.
plane Couette flow are discussed. [20] Kawamura, H., Ohsaka, K., Abe, H., and Yamamoto, K., 1998, “DNS of
Turbulent Heat Transfer in Channel Flow With Low to Medium-High Prandtl
Number Fluid,” Int. J. Heat Mass Transfl9, pp. 482—491.
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Effect of Tip Clearance on the
winamoores | 1N€FMal and Hydrodynamic
seeeerncranmsons e | PErformance of a Shrouded
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AR IN FIN Array

Yogendra K. Joshi The effect of introducing tip clearance to a liquid cooled array of shrouded pins fins is
e-mail: Yogendra.Joshi@me. GaTech.edu examined. Three arrays of height to diameter ratio ranging from 0.5 to 1.1 were evaluated
George W. Woodruff School of experimentally. The arrays were exposed to a uniform heat flux of 0.02 to 0.263&dm
Mechanical Engineering, cooled with water through a nominal Reynolds number range of 200 to 10,000. Tip
Georgia Institute of Technology, clearance of 0 to 25% of pin height was assessed. Mean heat transfer rates and adiabatic
Atlanta, GA 30332-0405 pressure drop across the array were determined and empirical correlations are proposed.

The introduction of clearance was seen to increase overall heat transfer in some
cases.[DOI: 10.1115/1.1621897

Keywords: Channel Flow, Conjugate, Electronics, Heat Transfer, Heat Exchangers

Introduction ter of the channel. The tests included what amounts to 0, 50, and
2(10% tip clearance. It was found that while the overall heat trans-
g, was lower with the partial pins, the ratio 8fu/f generally
creased, thereby producing a higher rate of heat transfer per unit

Shrouded pin fin arrays such as those shown at the top of Fi
are a common geometry employed to enhance forced convecti
heat transfer in a variety of applications. A sizable body of work iy :
available regarding the thermal and hydrodynamic performance(gfpumplng pOWer. .
such arrays. By far, the most prominent application is in the cooI-JUbran. et gl.[17] .con.sldere.d. the eﬁect of transverse anq
ing of the trailing edge of turbine blades, with the vast majority O§treamW|s§ pin spacing in addition to tip clgaram_:e. They c_on5|d-
shrouded pin fin literature having emerged from this field. In suc _ed bOth inline and staggered arraysoof right circular cylinders
cases, the pin fins are designed into the interior of the blade a\f’fﬁh.t.'p clearances of 0, 50, e_md 100% and proposed separate
act as both extended surfaces for heat transfer as well as cr pirical heat transfer correlations for each case. More recently,

PR t al.[10] looked at the relative performance for tip clear-
members between the upper and lower airfoil surfaces for str fyu e
tural integrity. Armstrong and Winstanlgyl] provide a general ances of 0, 25, 50, 100, and 200%. They found the case of 25%

: P ; ; ; learance produced BHu only 1.5% lower than that with no
review of pin fin heat transfer as applied to turbine cooling appIF- . . :
cations. More recent studies have been performed by Hwaélﬁar"fmcg' while 200% clearance resulted in a 45% reduction.

yu's pin fins differed from those of the earlier studies and the

[2—4], Chyu[5-10], Li[11,12]and Lau[13,14], among others. ; . .
Because the pin fins double as structural members in turbiffgrrent study in that they were of square cross-sectional area in an

blades, they normally span the full distance between the upper dAdine arrangement, rather than cylindrical pins in a staggered

lower endwalls as shown in Fig(A). As a result, little attention arrangement )
has been paid to the effect of tip clearari@g. 1(B)) on the The authors are aware of no studies to date that have system-

thermal and hydrodynamic performance of the cooling passag@lically considered the effect of low levels of tip cleararibe-

However, the use of shrouded pin fin arrays is becoming incred¥€en 0 and 25%on the performance of a cylindrical pin fin

ingly more common in electronics cooling applications as well, [fTay- With this in mind, there are a number of reasons to believe
these applications, the pin fins generally extend from the base t the inclusion of such clearance can actually enhance the over-

heat sink, with the tips of the pins flush against a flat shrou@!l heat transfer capabilities of a given cooling system. The
ost obvious reason is that exposing the tips of the pin fins to

which in essence is the same configuration employed in the tur- . o
bine cooling passages. However in the case of electronics cool cooling fluid increases the total heat transfer area. In the case
) be considered here, which is forced liquid cooling of power

systems, the pin fins normally are not required to perform a str . e - . .
4 b y d b ctronics, the pin fins tend to have relatively low height to di-

tural role. Therefore, in these cases, the inclusion of cleara ; . - o .
ameter ratios I/D) due to the high convection coefficients in-

above one end of the pins is feasible. ith liqui i h | losel K h
Only a handful of researchers have considered tip clearance/f]ved With liquid cooling. They are also closely packed, so the

relation to pin fin arrays. Sparrow et &15] were the first to look P! tip area can represent a considerable portion of the total area
at its effect on an array of cylindrical pin fins. They compared th&f the array. . . .
overall heat transfer from arrays with tip clearances ranging from 11eré may be several less obvious reasons to introduce tip
14 to 244% of pin length. They found only a 20% decrease in Ng€arance as well. Sparrdéi8] has shown that for a single pin fin
between these two extremes, but made no comparisons to the & hed to a wall at only one end, the relative rate of heat transfer
of zero clearance. Pend6] éompared the performance of the'S igher at, and adjacent to the tip of the fin, than along the lateral
standard turbine blade geometiye., no clearanceip that where [ac€ of the pin away from the tip. In other words, the exposed tip
pin fins extend from each endwall, spanning less than half tQ& (e Pin not only increases the total heat transfer area, it may

channel height, thereby creating a clearance gap through the yduce a higher rate of local heat transfe_r than the rest of the pin
oes on average. Another byproduct of tip clearance may be the

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF introduction of three-dimensional behavior into the flow field

HEAT TRANSFER Manuscript received by the Heat Transfer Division September 1@round the pin fins. Chy@lO] reported increas'ed heat transfer.
2002; revision received July 3, 2003. Associate Editor: J. N. Chung. along the endwall, upstream of the array’s leading edge, when tip
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Table 1 Array dimensions and material properties

Plate: #1 #2 #3
Wy W, : 0.072, 0.054
Lop:La: 0.106, 0.065
ty,: 0.005
B: 0.002 0.003 0.004
Dew: 0.004 0.004 0.004
D,: 0.00367 0.0035 0.00333
D e 0.00384 0.00375 0.00367
S 0.005 0.005 0.005
S : 0.00433 0.00433 0.00433
H/D 4! 0.52 0.80 1.09
Sr/Dgye 1.3 1.33 1.36
S, /D pye 1.13 1.15 1.18
N: 15
Pins/Row: 11/major row; 10/minor row
k: 160

composed of an AISIC metal matrix composite, and formed
Fig. 1 Typical shrouded pin fin arrangement;  (A) without and  into the shape shown in Fig. 2 through a molding process and
(B) with tip clearance high temperature infiltration stage. The base plate and pin fin array

comprise a single, contiguous structure with uniform properties

throughout. The pin fins have a 4.8 degree taper angle from base

clearance was present. He credited the production of vortidéstip to facilitate removal from the mold during manufacturing.
along the tips of the pin fins and their subsequent interaction wifi¢ & result, the pin diameter varies slightly along the length of
the endwall for this behavior. the fin. ) ] ) )
Therefore, the aim of this study is to investigate in a parametric The three base plates considered here are geometrically identi-
fashion, the effect of tip clearance on the mean heat transfer rg@ except for pin height, which varies from 2 mm to 4 mm.
and pressure drop across a given array. Relative performance &@respondingly, non-dimensional lengti/Q) ranges from 0.5
nominal clearances of 0, 6, 12, 18, and 25% are investigated dAdl-1- A summary of the base plate dimensions and material prop-
discussed. erties is provided in Table 1. The base plates were evaluated by
mounting them on an open channel aluminum and Plexiglas hous-
. ing as depicted in Fig. 3. The lower section of the housing was
Experimental Apparatus milled from a single piece of aluminum to provide good rigidity
A series of three power electronics base plates were usedaasl strength to the assembly. Plexiglas was chosen as the upper
the test vehicles to evaluate pin fin performance as a function séction for its insulating properties and to allow visual access to
tip clearance. The base plates were commercially manufacturdte plate. Silicone rubber o-rings sealed the mating faces of the

Flow

>d|rectmn

—»

—>

Thermocouple locations
L]

Fig. 2 AISIC base plate pin fin array and geometry definitions

Flow path Clearance &
Screen set screw Silicone sponge creen .
Pressure Al Silicone )
barrier gasket barrier Assembly O-rings
. L v A\ gaskt bolts !
\}" ) [ -|| 7 //uPlexi housingy "\ |

et 0-rings Aluminum housing Outist 1
Cartridge Heater section
| Plexiglas foundation |
Fig. 3 Primary test assembly, side and end cross-sectional views
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plate and housing by machine screws, with thermal joint com-
Eh‘:”:"w‘,’q? Svet Chiller pound(Thermalloy Inc., Thermalcote )llapplied at the heater-to-
ala Acquistion oysem ‘ base plate interface to minimize contact resistance.
‘i' ) As depicted in Fig. 4, a Lauda WK500 chiller with integral
A @ —RQTR . pump located upstream of the test assembly, provided a continu-
‘v Bypass valves ous flow rate of distilled cooling water at constant temperature
— (*£1°C). Between the chiller and assembly were a pair of bypass
S/ ||Flow - valves to control flow rate to the test section, auth cartridge
= |[meters filter to remove any particulates in the flow stream, and a series of
L 1 three variable area flow metergBlue-White Ind. models
F-44[250/375/376]LH8), each for a different range and operating
- ¥ ; Resistor in parallel to measure flow rate through the system. Once the
7 B bank cooling fluid passed through the outlet section of the test assem-
£ & Differential bly, it was returned directly to the chiller.
Pressure A Sorensen DHP200-10 DC power supply provided electrical
@@ Transducer | power to the heaters. A Q precision resistor was connected in

series between the power supply and each cartridge heater. The
current through each heater was determined by monitoring the
Fig. 4 Schematic of closed loop test facility voltage across the resistor. This combined with the voltage mea-
sured across each heater was used to determine the total electrical
power dissipation within the copper block.
base plate and aluminum housing and those of the Plexiglas andfwo thermocouples in the inlet section and three in the outlet
Al housing. A Plexiglas insert sitting atop a silicone sponge gaskséction measured the bulk fluid temperature. Six thermocouples,
was situated between the tips of the pin fins and the Plexiglas indicated in Fig. 2, were cemented to the base plate endwall
housing. Four setscrews located at the corners of the insert agihg thermally conductive epoxgThermalloy Inc., #4952 An
threaded into the body of the upper housing enabled the insertagditional three thermocouples were embedded into the heater
be raised and lowered relative to the tips of the pin fins to contrblock itself, and two others were suspended in air to measure
clearance. In the case of zero clearance, the set screws wereargbient temperature. A Labview based PC data acquisition sys-
moved and sufficient gasket material placed under the insertttam (Hewlett Packard 3852/recorded temperature data.
insure that when the base plate was bolted onto the housing, the
tips of the pins pressed down onto the insert, compressing the
gasket material, and forcing good physical contact between the
pins and insert across the entire array.
Pressure taps were located directly upstream and downstrek@st Procedures
of the main housing section and were ported to an Omega PX771Tests were conducted through a nominal Reynolds number
100WD1 piezo-resistive differential pressure transducer to m&amge of 2< 107 to 1x 10°. Due to a limited pump head capacity
sure pressure drop across the test section. Fiber glass windgihe chiller, some combinations of pin height and tip clearance
screening(7.1x6.3 mesh/cm; 0.028 cm wire diameteras situ- were not tested through the full range. A summary of test ranges is
ated between each end section and the adjoining pressure tap pegvided in Table 2.
tion to promote a uniform flow field to the pin array, and for better gach of the three base plates was tested at nominal tip clear-
mixing of the fluid downstream of the base plate to assist in bufices C) of 0, 6, 12, 18, and 25% of pin fin height. Insert depth
fluid temperature measurements. Beyond this, no attempt Wa$, shown in Fig. 3, was measured at nine points on the assembly
made to characterize or condition the flow into the array due {@ing a Mitutoyo series 229 depth micrometer. This depth is the
limitations imposed by o-ring seal geometry. distance between the lower face of the aluminum housing section
A copper block with seven embedded cartridge heaters prigoon which the endwall of the base plate was mated, and the face
vided a uniform heat flux to the base plate. The face of the heatgirthe Plexiglas insert. The difference between this distance and
block was undercut so that it came in contact with the base plafe height of the pins is the tip clearance. The average of the nine
only along the area corresponding to the pin array on the opposi{garance measurements was taken to be the representative clear-
side(see Fig. 3). The block was mechanically fastened to the baggce for the plate. These average clearances and the standard de-
viation among the nine measurements are given in Table 3.
Each case was tested at ten flow rates within the given Re range

»

Table 2 Re range covered in testing at a constant nominal inlet temperature of 27%€1°C). For each
C H/D 05 H/D- 0.8 aD 11 flow_ rate, ;':1 heat 1:qu of 0.02 to 0.26 W/mnwvas applled,_ result- _
0 427-10185 260-9980 379-6853 ing in a 3°C to 8°C average base plate temperature rise. During
6 327-9370 208-8970 307-5564 each test run, half the flow rates were repeated in random order at
12 279-6646 181-6927 260-5300 g heat flux approximately 10% higher or lower than used initially,
18 239-6851 319-5777 225-4074

to confirm repeatability of heat transfer results. In addition, 20%

25 205-5868 274-4968 188-3820 . .
of the cases shown in Table 2 were repeated after completing the

Table 3 Measured tip clearances

Heat transfer tests Pressure drop tests
H/D Nominal C 6 12 18 25 6 12 18 25
0.5 Avg.C 6.4 12.6 18.4 25.5 6.6 13.0 18.8 25.8
T *+0.6 *+0.5 +0.6 *+0.6 +1.1 *+1.1 *+0.9 +0.9
0.8 Avg. 55 11.1 18.2 25.2 6.4 12.6 17.9 24.9
T *0.7 *1.2 *0.9 *0.7 +0.2 *0.4 *0.3 +04
1.1 Avg.C 6.2 12.2 18.2 27.2 6.2 12.1 18.3 25.1
o +0.6 +0.7 +1.0 +15 +0.1 +0.5 +0.3 +0.4
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initial test matrix. In each case, the experimental data showed 35¢ 3
good repeatability and were consistent with earlier trials. 30L o E

Pressure drop measurements were conducted separately fron 3
the heat transfer tests. All trials were operated at zero heat flux at
an inlet temperature of 27°C-1°C). Due to limitations in setup 20, E
accuracy, the tip clearances used during pressure measurement® 15[e% o 3

25F 3

were similar, but not exactly the same as those in the heat transfer ! -,

10PN o000 o *° E
tests. The actual average clearances for the pressure tests are als X e Fie s 0 e 3
shown in Table 3. 5‘,'.3:':..:0:2 ..:.‘;.."r..- PR : E

4 . - . 3
Calibration of Heat and Pressure Losses. The test section Ok g *® . ","“," -',‘“' % : :' “

as designed, did not completely limit heat transfer to the array  -5f» * E
only. The area inside the dotted line of Fig. 2 indicates the wetted .19 ! ) e ’ L
portion of the base plate, part of which lies outside the array itself. 0 2 4 8 s 8 10 12
Exposed portions of the aluminum housing section also partici- Rex 10
pated in heat transfer via forced convection. In addition, conduc-
tion from the heater block to the foundation was to be expected. ~ Fig. 5 Energy balance of heat transfer trial data

To account for these losses and to determine the actual rate of heat
transfer from the pin array itself, two sets of calibration tests were
conducted.

The first set involved operating the assembly dry, with all in- Similarly, the forced convection heat loss data were found to be

ternal test assembly surfaces exposed to quiescent air, therﬁiﬁ emely linear for a given flow rate. The results of these cali-

producing a relatively adiabatic condition at those surfaces. fation trials were subsequently modeled by

such a configuration, the heat input into the base plate is dissi- QL con= (Th—Ttan 60— Qy cong (3)

pated by conduction through the foundation, or by natural convec- _ ) . )

tion from the outer walls of the assembly. Tests were conductédiere ¢ is measured in radians and is the angle the data makes

for H/D =0.5 through a range of input power levé®9—5.2 W). V\/.|th.the. horlontaI a@ a given flow rate yvhen heater bloqk power

At each power level, the test was allowed to run for six hours &lissipation(ordinate)is plotted against its temperature riegb-

more to insure the system attained a steady state condition. THféssa). To preclude the need of a separate heat loss calibration

provided a quantitative relationship between average heater biguation for each combination &f/D, C, andU, a single fifth

temperature rise and heat lost through conduction and natural c8fder least square polynomial curve fit to the test data was em-

vection during subsequent testing. ployed tq est_lr_nate this angle_for all test cases. This apprOX|mat|_on
A second set of tests was conducted to determine the relat@k€atly simplified data reduction efforts while introducing a maxi-

amount of heat dissipated by forced convection from the wett&Um uncertainty in predicted convection heat loss of 8.3%. This

surface areas outside of the pin array itself. For this purpose, a fgfresponds to a maximum of 1.2% error in the total array heat

aluminum base plate with a relatively non-conducting pin arrd@@d (Qa). Convection losses ranged from 9.7 to 24.1%, with the

was employed. Constructing an exact replica of the tapered cyl¥@St majority being below 15% of total test power. Full details

drical pin fins of the AISiC base plates was not feasible. Therg€garding the estimation @, conq@Nd QL conv are to be found in

fore, an array of diamond shaped pin fins of approximatefyioores(19]. o )

equivalent geometry was machined from a Plexiglas block andMéan heat transfer from the pin fin array is calculated as:

attached to the Al plate using silicone rubber adhesive. Since the — hDae

thermal conductivity of Plexiglas is three orders of magnitude Nu= (5)

lower than AISIC and Al, convection from the machined array can k

be considered negligible in this configuration. The preponderang®ere the heat transfer coefficigft) is defined as:

of the heat transfer therefore occurs at the wetted surface areas

outside the array while the rest of the assembly experiences a flow h= Qa (6)

field similar to that experienced when the AISIiC base plate is in A(Tew—Ts)

place. The aluminum plate was 6.25 mm thick, compared to the S .
mm thickness of the AISIC base plate to account for the highg d the areaA) is either the total wetted surface area of the pin

thermal conductivity of aluminum and maintain a consistent ove%tri% (ﬁ‘l"JVI) dot;meeﬁgtergt%d) e};ezsc;{ngf;?e%rrgg é% dTQr? rc?a%?i?ﬁgt-r
all thermal resistance among the two plates. Calibration tria] P f y

were conducted forH/D=0.5 at C=0%, H/D=0.8 at C dceording to

=12%, andH/D=1.1 atC=25%. (Qu—OL cond
Like the heat transfer tests, pressure measurements required a Ti=Tpt——o—— (7)

separate set of calibration runs. A smooth flat aluminum plate was

employed to determine the pressure drop inherent in the test &g-judge the propriety of this approach, an energy balance was

sembly itself due to area constrictions and wall friction. Testgerformed on the fluid stream to compare the temperature rise of

were run for flow areas equivalent to each combination of piiie water as measured to that which is expected based on the total

height and tip clearance. energy imparted to the fluid by the heater. The relative ratio of the

two temperature rises is then defined as

2mc,

Data Reduction and Uncertainties _ (Tin=To) = (Tin— Touw

€ 8
The heat dissipated by the pin fin array itself was calculated as Tin=Ts ®
=0Q,-0Q Q @ The results of the energy balance for all trials are shown in Fig. 5.
AT H T XLcond <L, conv In 78% of the cases, the energy balance is withih0% while
A least square linear curve fit to the conduction loss calibrati®@6% of the data lies within=15%. The highest deviations oc-
data gave curred almost exclusively at the low Re range where one would
Q =0.242 Ty~ Tar) @) expect thermal stratification to be the most pronounced and there-
L.cond™ = Ho tam fore lead to nonrepresentative temperature measurements at the
Conduction losses were between 1 and 2% of total heater powautlet. The results also show that with increasing Reynolds num-
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ber and the added mixing that occurs, the measured and expeeted
temperature rises were in very good agreement, thereby support-
ing the given approach to heat loss calibration and data reduction. V.= Sr(H+C)

Heat transfer data were also processed to account for differ- TR T 2(Sp(H+C)—Davdd)

ences in fin efficiency to better compare the performance of t8&, 1o nonclearance case, this definition simplifies to the classic

three fin heights. This also facilitates more meaningful compaliefinition of vV 211, With two exceptions. all thermophvsical
sons between the results of the current study and the literatur; max [21]. P : Py

- . A wy llues employed in data reduction were assessé&g, and based
particularly in cases where naphthalene sublimation is employedh|ncropera ‘and Dewifi22]. The density of the distilled water

a common technique in pin array studies, which by its natutg, the thermal conductivity of the AISIC base plate were taken to
produces results corresponding to 100% fin efficiency. Where Iﬁ‘é constant

dicated, the reported data have been prorated to 100% fin effi- '

(17b)

ciency according to the relationship Estimated Uncertainties. The uncertainties in temperature
and pressure measurements were estimated through direct calibra-
h :E 9) tion to be a maximum of 0.17°C and 2% of measured value re-
1007 spectively. Using the method of Kline and McClintof&3] and

assuming uncertainties associated with array and channel dimen-

where the fin efficiencyy is calculated as ) . o —
Y1 sions to be negligible, the overall uncertaintied/inQy , Re,Nu,

H and f were found to be a maximum of 2.6, 1.4, 5.2, 14.3, and
f 0,dx 4.5% respectively. The highest uncertainties in heat transfer oc-
7= 0 (10) curred at the low end of the Reynolds number ra(ige<1000).
O H Through the majority of the flow range, uncertaintiedNia were

I —80,
0, is the temperature excess at any point along the length 01mathe range of 6-8%.

tapered pin fin relative to the bulk average fluid temperature as

calculated by(Kraus and Bar-Cohef20]): Results and Discussion
2 2 Figure 6 illustrates the effect of tip clearance on heat transfer
w 32r’b . . ' it =<
O-—Lp o + 11) for the given pin arrays. Shown is the resulting increaseup for
X BZ ew 2 ,81 pf ( ) .
Wy KD g WipWy each clearance set, relative to the zero clearance case. The data are

presented for a range of flow rates and have not been modified to

where account for fin efficiency effects. The Nusselt number is based on
B1=Ky(Wp)l1(w,) =11 (Wp) Ky (Wy) (12a)
Ba=Ko(Wp) 1 (Wy) + 1 o(Wp) Kq(Wy) (12b) 15 , : : . :

To apply this relationshipQ, andh are assumed to be uniform 141 H/D = 1.1
across the entire array, and the contributions of pin fin and end- 131 .
wall heat transfer are determined iteratively based on the relation- 1.2 .
ship: 11f ; v b

L &
1.0 ° ]

Qa=Qewt pr: hAc O et hApf®ew77 (13) o glr v ¢
i s ST Fi ki E
whereA,,, is the wetted endwall surface area within the arrgy, oslL * 0.0687 rae %/33.0155 ]
is the total wetted area of the pins only, a@d, andQ,; are the o7l o004 . § ]
heat rates dissipated across each of those areas, respectively. osl 400271 4 0.0061 ° é 1

Pressure drop results are reported in terms of friction factor & v 0.0167 v 0.0029 ]

: 15
16)
(= AP, (14) Zﬁ - HD=08 14
=52 N L ]
2pViaN :Q_ v . v 413
. . - 412
whereN is the number of rows in the array. z 3 X . . Ius

The pressure drop across the array itself is determined from the 2 ! % ; )
difference between the pressure drop measured with a given baseg d ] o v 10
plate in place AP,,) and that produced when the flat plate = r Flow rate (x : 109
(AP¢,) was installed ;:3 E 00687 9% o158 i 408

L 0.0548 0.0133 ]
APA=APy,— APy, 15y 2 [ +ooso  sooms v ot
5 - s00271 2 0.0061 Ho.

Both heat transfer and pressure drop results are presented as € 15 0.0167 * 0.0029 0.5
function of Reynolds numbeiRe). Many forms of Re have been 14F WD-05
used in past studies of shrouded pin fin arrays. Here, to account 43 IR
for the tip clearance we have adopted a modified form of Re 1ol . b
originally proposed by Zukausky21] for the analysis of flow L ) v 1
across tube banks ok ¢ g E

VimaDave os| v N | ]
- " k A
Re v (16) 08 . o.06r™® “9 o158 E
) ) _ ) o o7l  *0.0548 > 0.0133 b
where V., is the maximum estimated bulk velocity within the L =00410 00093
o . 06 400271 5 0.0061 ]
array based on the minimum cross-sectional flow area along the L voote7 v 0.0029 l ‘
channel, including flow area beyond the tips, and is the greater of 055 5 10 15 20 25 30
y ! S{(H+C) - Tip Clearance - C (%)
= a
M (S (H+C)—DgH) (173) Fig. 6 Relative effect of clearance on Nu |,
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. . Fig. 8 Nu based on total wetted area of array
Fig. 7 Nu based array projected area

clearance is present. This suggests that the heat transfer rate from
the tip area in these cases is roughly half that of the array as a
the projected area of the array, which is constant (3496)mmwhole, on a unit area basis.
regardless of clearance or pin height. This form of Nu reflects theFigure 8 depicts Ny, which is based on the total wetted area
behavior of the overall heat transfer from the array, as would lag the pin fin array, rather than the projected area, thereby ac-
experienced by a heat source mounted on the flat side of the bas@nting for the discrete jump in heat transfer area that occurs
plate, such as a semiconductor chip. . between the trials with no tip clearance and those with clearance.
A large amount of scatter is present in the caseHID | this form, the non-clearance case produced the highest level of
=0.80, however in general, the trends are consistent across {@ ransfer for each base plate, again reflecting the poorer per-
three cases. The results show an initial heat transfer enhancemgihance of the tip area. In addition, while not ruling out the
at low levels of clearance as the pin tips become exposed to §\&urrence of vortex shedding at the pin tips and other three-
cooling fluid and provide additi_onal heat transfer area to the arrg¥mensional phenomena that might enhance heat transfer within
However, as the clearance is increased further, the effect of flyjth 5rray, the current results suggest that such effects are at most a
bypassing the array becomes dominant, and the resulting redé'@condary influence on overall performance.
tion in flow rate within the array itself produces lower rates of ¢ correlate the data for all combinations of pin height and tip
relative heat transfer. clearance, a nonlinear multiple regression analysis was performed

For H/D=0.5, the heat transfer area increases by 49% wWheging NLREG, a shareware curve-fitting program. The correlation
the tips are exposed. However, the maximum increase {idlu \yas taken to be of the form

only 13% on average, and occurs at 6% clearance, which is the

minimum considered here. Fét/D=1.1, the heat transfer area

increases by 26.7% when the tips are exposed, but produces an NUy, 100~ @0
average of only 6% maximum increase in ]NUhis is due in part

to the fact that the added area is orientated parallel to the flow pgandtl number was calculatedBtand typically ranged between

opposed to the majority of the array which is perpendicular to t24 to 5.7. The exponent of the Prandtl number is assumed to be
flow. It is therefore less effective in heat transfer. The second

factor is of course the reduced flow rate within the array due to the
overall larger flow area when tip clearance is present.
At the highest clearance, the relative heat transfer is lowered t~

ag az

H

D

C+H
H

Re*s P36 (18)

3
an average of 94 and 65% fel/D =0.5 and 1.1 respectively. The 10
former is similar to that of Chyu et a]10] who reported a 1.5% ~ § C [s10’< Re < 16 [+10'< Re < 10°
decrease in heat transfer for 25% clearance. Direct comparist &= | g 0.64 198
are difficult however, due to the differences in geometry betwe«s' L oy 0.36
the array of Chyu and the current stu#/D in Chyu's array was T~ | O -0.57
nearly equivalent at 1.0, while the pin pitcB/D) was approxi- 6 T o3

mately 50% larger, meaning Chyu’s pins were spaced much fls‘\—ﬂ)z

ther apart. More notably, the pins were square in cross-section & —IEIE

arranged in an online pattern. —
In Fig. 7, Nu, is presented as a function of Reynolds numbe

Since the chosen form of Re accounts for changes in flow arc g

enabling comparison between different clearances on an equi =

lent flow condition basis, this provides perhaps a truer picture ;

the impact of clearance on the array heat transfer behavior fo 105 5 4

given flow condition. Maximum increases in heat transfer ai 10 10 10

found to be 23, 19, and 15% fé4/D=0.5, 0.8, and 1.1 respec- Re

tively. This is in comparison to 49%, 36%, and 27% increases

respectively in the overall heat transfer area of the arrays when tip Fig. 9 Evaluation of Nu .19 Correlation

N
W,100
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Fig. 10 Correlation of friction factor  (f) data
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Fig. 11 Relative effect of clearance on heat transfer to pres-
sure ratio

a2

Re's

H\“(C+H
) (20)

f “0( D, H
Separate curve fits were developed according to flow region and
are depicted in Fig. 10. The laminar region data correlates poorly,
but the transitional data is somewhat better correlated, with 85%
of the data laying within a=25% error band of the reduced cor-
relation curve.

Lastly, employing Eq(18) and(20), Fig. 11 illustrates the rela-
tive effect of clearance on the ratio of \f, which is propor-
tional to the rate of heat transfer per unit of pumping power. The
results suggest that the introduction of clearance has a negative
impact, with the influence being greater in the laminar region than
the transitional region.

Conclusions

The effect of tip clearance on three selected pin fin arrays has
been evaluated. The results show that for arrays o&®IfD
=<1.1, increased mean heat transfer and lower overall pressure
drops can be realized by incorporating small amounts of clearance
(<10% of pin height)between the pin tips and the surrounding
shroud. Average improvements of up to 15% for a given flow rate,
and 23% for a given Reynolds number were achieved. The in-
crease in heat transfer rate appears to be primarily due to the
additional surface area that is exposed to the cooling fluid when
clearance is introduced. Any improvements from induced three-
dimensional effects via vortex generation at the tips is apparently
offset by the lower heat transfer efficiency of the tip area as com-
pared to the array as a whole.

Acknowledgments

The authors acknowledge support for this work by the consor-
tium members of the CALCE Electronics Packaging Center at the
University of Maryland. The base plates employed in this study
were manufactured by dri€lectronic Components Inc., Newark,
DE. USA.

Nomenclature

A = area|m?]
0.36 based on the work of ZukausKi&1], who found this power b = endwall location relative to tipm]
index to be valid for correlating heat transfer in a wide range of C = tip clearancdpercent of H]
tube bank geometries. Cp = S_pec_ific heafJ/kg-K] _
Separate correlations have been developed for the rarge 10 D = pin diametefm]—average diameter when not
<Re<16, which is predominantly laminar in nature, and310 subscripted
<Re<1d, which represents the start of a transitional region from f = flow friction factor [nd}—Eq. (14).
laminar to fully turbulent flow[21,24]. The correlations are based ' — Pin fin height[m] ,
h = heat transfer coeffW/m? K]

on efficiency corrected heat transfer data.

Figure 9 depicts an evaluation of the correlations and the cal- I,
culated parameters for each region. A considerable amount of K,
scatter is present, particularly at higher Reynolds numbers, with a
standard deviation of 13.4 and 17.0% for the low and high range
correlations, respectively. Several alternate forms of Re were
considered, but none was found to improve the accuracy of the
correlation.

The general trend is similar to that of Chyu et f8], who nd
employed the naphthalene sublimation technique to investigate NU
contributions of pin fin verses endwall heat transfer rates. For a Pr

staggered array dfl/D=1, S;/D=2.5,S, /D=2.5, they corre- Q
lated the mean heat transfer of the array to Rg

Nu=0.320 R&583 (19) Tt
within the Re range of 510° to 2.5x10%. While Chyu’s work U

considered only the nonclearance case, the power index of Reisin V
good agreement with that found in the current study. V max

Array pressure drop has also been correlated assuming a form W
similar to that for heat transfer: Wy

Journal of Heat Transfer

modified Bessel function, first kind, order nd]
modified Bessel function, second kind, ordgind]
thermal conductivityf W/m-K]

length[m]

mass flow ratgkg/s]

number of pin rows in array

[(4h°/DZ k%) (4b°+DZ,) 1M [ 1/
non-dimensional

mean array Nusselt numbgrd]—Eq. (5).
Prandtl Numbefnd]

heat dissipatiofW]

array Reynolds numbénd]—Eq.(16).
center-to-center pin spaciig]

average temperatuféC]|

thicknesgm] )

bulk mean inlet fluid velocityfm/s]V/A,
volumetric flow ratd m®/s]

max. estimated array velocifyn/s]—Eq.(17).
width [m]

2nx*? [nd]
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Wy =
X =
7z =

2nb*? [nd]
location along height of pin fifim]
insert depth(see Fig. 3)

Greek Symbols

a = multiple regression coefficient
B = pin efficiency parametdind] Eq. (12)
AP = pressure dropPa]
e = energy balancépercent/100]—Eq(8)
n = pin efficiency[percent/100]—Eq(10)
0, = temperature excess along pin height relative to bulk
fluid [°C] Eq. (11)
0., = temperature excess at endw@dIC]
0 = calibration angldradians]
p = density[997 kg/nt]
o = standard deviatiofipercent of H]
v = kinematic viscosity m%/s]
Subscripts
100 = corresponding to 100% fin efficiency
A = array
amb = ambient air
ave = average
bp = base plate
¢ = cross-section of channel
D = diagonal directiorSp=[S?+ (Sr/2)?]*?
ew = endwall
f = fluid
fp = flat calibration plate
H = heater block
in = inlet of test section
L = longitudinal direction
L,cond= losses via conduction and natural convection
L,conv= losses via forced convection outside array
out = outlet of test section
p = projected aredie footprint) of array
pf = pin fin
t = pintip
T = transverse direction
w = wetted area of array
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The Optimum Height of Winglet
Vortex Generators Mounted on
Three-Row Flat Tube Bank Fin

S. D. Gao Winglet vortex generators can be used to enhance the heat transfer performance of finned
flat tube bank fin. The effects of the height of vortex generators (VG) on local heat
L. B. Wang transfer were studied using the naphthalene sublimation method and the optimum height
e-mail: Ibwang@Izri.edu.cn of winglet VG are screened by using JF, a dimensionless factor of the larger the better
characteristics. In order to get JF, the local heat transfer coefficient obtained in experi-
Y. H. Zhang ments and a numerical method were used to get the heat transferred from the fin. For the
configurations studied in this paper: for local characteristic, as increasing height of VG,
F. Ke heat transfer is enhanced, but the mostly enhanced region moves away from the tube wall;
with increasing height of VG to certain degree, the width of enhanced region does not
Department of Mechanical Engineering, increase significantly; the effects of VG’s height on span-average Nusselt number (Nu) are
Lanzhou Jiaotong University, more mixed on fin surface mounted with VGs and its back surface, with increasing height
Lanzhou, Gansu 730070, PR. of China of VG, in some region heat transfer is worsened, and in other region heat transfer is

enhanced; in real working condition, the heat transferred from fin surface mounted with
VGs is larger than the heat transferred from the other surface of the fin; increasing the
height of VG (H) increases average Nu and friction factor (f), but with considering the fin
efficiency, there is an optimum H to get best heat transfer performance; the optimum
height of VG is dependent on the thickness of fin and its heat conductivity, for mostly used
fin thickness and material, the optimum height of VG is 0.8 times of net fin spacing.
[DOI: 10.1115/1.1621900

Keywords: Enhancement, Experimental, Heat Transfer, Mass Transfer, Vortex

Introduction changed, see Fiebi§l]. The mostly studied height of delta
The finned flat tube bank fin as shown in Fig. 1 is commonlwmglet VG is net fin spacing because one believes that VGs can

) . Iﬁo function as a pitch holder of the fin, but it may not be the case
used as heat exchanger on vehicles. To reduce the size and.the S ) )
ifl real application. So far it seems that there is a shortage of

weight of heat exchangers, various fin patterns have been dev L .
ope%l to improve the f?n heat transfer ?)en‘ormance The vort Xvestlgatlon of the effects of VG height on the heat transfer en-

. ' Aancement for a finned flat tube bank.
generatorgVGs) can generate developing boundary layers, swir Recently. analoav between heat and mass transfer has been
and flow destabilization. Various experimental and numerical 'y, analogy
studies were carried out, and reviewed by Fighi@]and Jacobi Used to investigate the local and average heat transfer over a
et al.[3] ’ finned three-row flat tube bank with four delta winglet vortex

. enerators per tube fin in Wang et ] and with six delta

The capacity of heat enhancement of VGs depends on t.h\%v'ﬁnrglet vortex generators per tube fin in Wang et[8l. Several
shape af‘d other parameter such as angles of attack. The Optmt])zl?es of surfaces involved in heat transfer process were consid-
geometric parameters of the VG also depend on the geometrye{)[?d_ The effects of VG parameters such as height and angle of

the flow passage and the flow structure. There are many types ack on heat transfer and pressure drop were investigated. The
VG such as delta wing, rectangular wing, delta winglet and rec?'cal Nu distribution shows tﬁat VGs canpeff'c'entl enh%nce .the
angular winglet. The difference between wing and winglet is ol u distributl W iciently

what edge of wing is attached on the fin surface. When win béeat transfer in the region near tube on the fin surface mounted

trailing edge is attached to the fin we call wing, if wing’s chord i ith VC(Ejs.bOtnthlts ba%k sunr']face fjhe e_nha'ncemenlf IS etllsg) prol-l
attached to the fin we call winglet. According to the reports dfounced, but the mostly ennanced region I1s away irom tube wa

Tiggelbeck et al[4], the best performance is given by the deI,%/ith some distance. The difference between the distributions of
winglets, closely followed by the rectangular winglets. The wing eat transfer coefficient on two surfaces of the fin is large. Aver-

give considerably less enhancement than do the winglets. So € results show that increasing the height of VG increases _the
the reported studies delta winglet configurations were further iﬁphancemer}t of hﬁat transfer a_n;i ff)ressgjref_drophThchgmpa(;lson
vestigated. Experimental investigation shows that heat transfer Qf€at transfer enhancement with flat tube fin without VGs under

hancement by mounted delta winglet VG in finned flat tube bafgentical mass flow rate, identical pumping power and identical
is more pronounced than in a finned circular tube bank in Fieb essure drop constraints was carried out. Without considering the

et al.[5]. Numerical investigations show that aspect rétieight efficiency of fin, the results show that the Iarger the height of VG,
to base lengthof delta winglet, 2, provides the best ratio of heaf’® Petter the heat transfer performance. This may not be the case
transfer enhancement to flow loss penalty for a finned one-rdf} €@l working condition, because with increasing the height of
oval tube bank in Chen et g6]. It was found that an aspect ratio Y G the mostly enhanced region may move away from the tube,
variation between 1.5 and 2.0 influenced the global heat transfBf 9@in we get for heat transfer enhancement may be less than the

results less than 5%. if other dimensionless parameters were fgiPanied penalty of flow loss.
In this paper the effects of height of VG on the local heat

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF Fran.Sfer coeff|C|en_t ofa t_hree-row finned flat t.Ube .bank’ as shown
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 9 Fig. 1, are studied using naphthalen_e sublimation m?tth- The
2003; revision received July 29, 2003. Associate Editor: P. M. Ligrani. larger the better factodF in Yun et al.[9]is used as the criteria to
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screen the optimum height of VG. This factor is derived from th === P == (©)
performance evaluation criteria based on area goodness fac P &-T
which has been proposed to compare the thermal and dynar == = fin surface II
performance of heat exchangers. In order to get JF, the experim I
tal results of local heat transfer coefficient are used and a nume (b) ,/
cal method is adopted to obtain the heat transferred from the f ///’ / 2z //
Test Apparatus and Experimental Methods (d)

In Fig. 2(a), the flow passages are presented. Two plates witt & @
mm thickness, shown in Fig.(R), were used in the test channel.
We put the measured plates, “fin surface I” and “fin surface II”in (e)
Figs. 2(c)and (d), into the void region on two plates such as
shown in Fig. 2(b), respectively. One of the surfaces of measurég. 2 Experimental setup: (&) flow passages between fins;  (b)
plate was cast out of naphthalene. The naphthalene thicknesglae forming flow passage;  (c) fin surface I; (d) fin surface II;
about 3 mm. In actual industrial applications, the VGs ar@d (e) flat tube cast out of naphthalene.
punched into the fin surface rather than mounted. Due to the ex-
perimental difficulty of using punched VGs, in present study VGs
are mounted on the surface. According to studies of df.the after a test run were made with a sensitive dial gauge with the
punched VGs give slightly better performance than the mountégsolution of 1um. The sublimation depth on the plate was mea-
ones. Due to very small area ratio of VG surface and fin surfaggred on the total surface and a symmetrical mass transfer was
(in this study, it is 2.9% this difference in configuration has onlyObtained in some pre-test experiments. In the formal experiments,
limited effect on the overall results. In order to model the tw@nly half of the fin surfaces I and Il were measutbétched areas
sides of the fin, the fin surfaces | and Il were arranged face to face
as Fig. 2(a)shows. We used the stakes of 8 mm in width and 5

mm in heights to support the plates and control the net fin spaci Sz
(Tp) near the lateral walls of test section in wind tunnel. VGt [
were manufactured from copper plate of 0.8 mm thickness by ‘ -
line milling method. Two tubes cast from naphthalene shown ie ‘ P
Fig. 2(e)were put in the regions labeled with B in Fig@2to - « g\ Jgn 1
measure the sublimation of tubes. Other tubes and plates did | i P *{I Z T
participate directly in the mass transfer process. On one crc - - |
section just before the inlet of test eleme(figy. 2(a)) four pres- —05b- =€ ] , }
sure tips were mounted, as the same, four pressure tips w N ~ a 2H
mounted on one cross section just after the outlet of test elemer b
The flat tube fin geometries and positions of VGs are present (a) (b)

in Fig. 3. The geometric parameters a®=40mm, S,
=55 mm, b=46.3 mm, byg=27.7 mm, anda=6.3 mm. Figure
3(a) presents the arrangements of VG pair. In this study, the g )

ometry of VG is shown in Fig. @), and the aspect ratio is se- ~ ~
lected as 2. Three heights of VB&,=3, 4, and 5 mm are studied

at 6=35 deg andT,=5 mm. Some non-dimensional parameter: < <
often appeared in other references af=0.136,L,,c=4.62, v 7
Byr=8, andBc=5.48. T

The experimental method is the naphthalene sublimation tec Rl 212 T 15 s
nique via the heat-mass transfer analogy. The VGs were mount ) > 3 D ® ©®
at the given positions on fin surface | and the backside of fi @ ® ®
surface Il by quick-drying glue. Each cast plate was sealed in (c)

special glass container and placed in a temperature-controlled ex-
perimental room with temperature fluctuation less thaD.1°C  Fig. 3 Flat tube bank parameters and positions of VGs: )

for a time period of about 24 hours prior to a test run. Measurgonfiguration; (b) shape of VG; and (c) positions of 9 labeled
ments of the surface contour of the naphthalene plates before ans-sections.
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in Fig. 2(c)and(d)) due to symmetry. The total measured pointghe better. It is known that Colburn factgy and friction facton(f)

are 3300 on half of the fin surfaces | or II. The interval of any tware the relevant parameters used to characterize the heat transfer
neighboring points is 1 mm in both stream directioiand span coefficient and the pressure drop, respectively, of a heat ex-
direction (y). There is no naphthalene at the front and rear end §fanger. But, a direct comparison on the basisaidf factors is
measured plates. It is very difficult for us to measure the sublimd®t useful in selecting the optimum heat exchanger, becayse if

. . : rge,f also becomes large. The performance evaluation criterion
tion depth of flat tube due to a more expensive special apparatugIs i on area goodnessgfactor hgs been proposed in Yuri®} al.

required. The local measurement was not carried out for flat tubgs. compare the thermal and dynamic performance of heat ex-
By weighting the tubes before and after running an average magfangers. The proposed criterion is obtained by comparing a stud-
transfer coefficient was obtained and then an averaged Nu for fledl heat exchanger to a reference heat exchanger. From these two
tube. A volumetric flow meter was used to measure the airfloleat exchangers two ratios can be obtained. One is the ratio of the
rate with precision of 0.1 fith. The temperature of air enteringheat transfer rate per unit temperature difference, per unit surface
test section was measured by a precision grade laboratory ttiea, and the other is the ratio of the friction power dissipated per

mometer, which can be read to 0.1°C. A digital timer was used it Surface area. A new ratio can be obtained through above-

measure the duration of a test run as well as the time required mﬁ'nhttleo?riecgiévxopg\a/v“grsdissipated per unit surface area is

setting up the experiment and for executing the surface contour
measurements. 3\ LA Re\3
M front
. N/A=Apuhqon= (F) d ;m (d_
Data Reduction p h h

The local mass sublimation rate per unit area is evaluated frd?ﬁ(le definitiond,=4Aqon /U, LU=A, we havel Aqon/(dnA)

(13)

m’ =ps6z/ 57 @) . .
Then the local mass transfer coeffici¢ny,, can be determined N/A= (%) f- <§_e) (14)
as p h
hioca=M'/ (P w— Pr.p) (2) From definition of the Colburrj factor, j =aPr*¥(pc,u), the

. . . heat transfer rate per unit temperature difference, per unit surface
wherep, ., is determined by using the perfect gas law and thﬁrea is P P P

vapor pressure-temperature relation for naphthalenepgpe- 0,

see Goldstein10]: uCc Re
a= ﬁ%) ~j-(—) (15)
Pnw=Pnw/(RTy) ©) Pr* dy
log P, = 11.55-3765/T, (4) The ratio of the heat transfer rate per unit temperature, per unit

area of studied surface or heat exchanger and reference surface or

The local Sherwood number is defined as: heat exchanger is

Shoca=Niocar: dh/Dnaph %) a j (Re/d;,)
whereD . is diffusion of naphthalene andi, the hydraulic di- P J— " (Reldr)g (16)
ameter of finned tube bank channel. The diffusion of naphthalene R R R
is calculated by10] The ratio of the friction power dissipated per unit area of studied
Dnaph=0-0681T/298-101‘93(1-013><105/Patm) X104 (6) ;ssurface or heat exchanger and reference surface or heat exchanger
The definition ofdy, in the present study is
h P y (NJA) [ f) (Reldy)?
dy=4(S;—a)T,/(2(S,—a)+2T,) @) NAR | al (Reldy)3 (17
N is defined
Hocal 1S CETINEC 85 Eliminating (Re/)/(Re/d)x in Egs.(16) and (17) we have
NUioca™= @iocar dn /N air (8) .
. alag ir
After obtaining the local and average Sherwood number, the N/A (NIA B~ (7T 7B (18)
analogy between heat and mass transfer is employed to determine i ) )R} (f/fr)
the local or average Nusselt number by Therefore, we defined JF as
NU:Sh(Pr/Sd) (9) CY/CVR J/] R
Sc is calculated bﬂlO] JF= {(N/A)/(N/A)R}USZ (f/fR)lls (19)
Sc=2.28T/298.10 "% (10) 1n re_al_ work_ing condition of heat exchanger, the heat transfer
According to the suggestion of Goldstdih0]and the analysis of coefficienta is
Saboya et al[11] n=0.4 is adopted in this study. a=QIFAT,, (20)

The Reynolds number and the friction factor are defined as

(11) where, Q represents the amount of heat transferred from the fin
surface,AT,, indicates the logarithmic mean temperature differ-
f=Apd,/(Lpu?,/2) (12) enceFis the area of the fin surfacéF is a dimensionless factor
of the larger the better characteristics.
From the experimental procedure mentioned above, we can get
. . the local heat transfer coefficient at constant fin temperdthie
The Parameter to Select the Optimum Height of VG is determined by the analogy between heat and masg transfer used
In general, an increase in heat transfer yields an increaseirnpresent experimentsin real condition, the temperature is not
pressure drop, the trade-off between the increased heat transfarstant on the fin surface. In order to determine the heat trans-
and the increased pressure drop should be considered. Howevderited from the fin in real condition, the local temperature on the
is difficult to simultaneously evaluate both the heat transfer codfn is required. Here we use a numerical method to get the local
ficient of the larger the better and the pressure drop of the smaltemperature on the fin surface. Figur@¥shows the model we

Re=p - Umax dn/ 1t

whereuma=V/Anin -
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Ti(X)=Tin+t Q(X)/(Acpup) (25)

@
Tout Tour= Tint Q( L)/(ACpUp) (26)
The AT,, is calculated using
Ttube_ Tin
(b) ATm:{(Ttube_ Tin) = (Trube— Tout)}/ln # (27)
tube out
For different height of VG, the heat transfer area of fin surface
does not change. From E@O0), we have followinglF expression.
© Jeo ik 1 QT 8)
(fIfR ™ (TR (Q/IATLR
The density and heat capacity is determined under the temperature
of (Tin+ Tow/2.
Fig. 4 Numerical model to get the heat transferred from fin: (a) Due to the complex of computation domain, we use the curvi-

channel of simulation model;  (b) domain of simulation; and  (c) linear _Coordi“ate_ system to solve E(@'): The grid system inx-y
grid system. plane is shown in Fig. 4). In calculating, the grid size of 165
X 20X 10 is used. Three different thickneg%,= 0.05, 0.10, 0.15
mm in real geometry are considered, because the scale factor is
used to determine the heat transferred and temperature of fin Gpin the.model of gxperlmentﬁfin=0.125, 0.25 and 0375 mm
are used in calculation. Three different heat conductivities of fin,

face. The inlet air temperature TS, , the inlet airflow velocity is = )
u,, and the outlet temperature of airTs,;. The temperature of _)‘fin’bSQ’ 130' h390 Y]W”KI are selectedf. 'Lhe convefrgﬁnt hsolutlon
fin surfaces | and Il i, (x,y) andT,(X,y), respectively. The IS © tained when the relative error of the sum of the heat con-

heat transferred from fin surface | and II@s(x,y) andQ, (x,y), ducted from tubes and the sum of the heat transferred from fin

respectively.T{(x) is the span-averaged bulk temperature of aipurfaces I and Il is less than 18
The experimental results of heat transfer coefficient on the fin
surface areaq(Xx,y) and ay(Xx,y), respectively. The fin surface

temperature is obtained by solving the heat conductioglidation of Experimental Method and Uncertainty

equation:
q A group of test runs for finned flat tube bank without VG en-
T 62T 92T hancement was carried out. We compared our results with pub-
fin WJF (9_y2+ 7 =0 (21) lished data obtained at real working conditions of a finned flat

tube bank heat exchanger in Kylikg2]. Although, the boundary
The numerical simulation domain is the region hatched as showandition of present experiments is not the same as real working
in Fig. 4(b). The boundary conditions are: the temperature in tigendition, as shown in Fig. 3 of Wang et ff], the experimental
region where the fin contacts with tubeTig,., and heat conduc- results are found in good agreement with the published data. The
tion insulating condition is applied to the other surfaces except fininimal value can be read for naphthalene depth isi, for one
surfaces | and Il. On fin surfaces Il and I, the following boundartest running, the smallest sublimation depth of all points measured

condition is used, respectively. is about 33um, considering nature convection sublimation in pro-
cess of measurement, the uncertainty of sublimation depth is
aT(x,y) about 5.2%. The uncertainty of temperature is 0.034% in Kelvin
i~ 206y (Tua(xy) = Ti(X)) (22)  scale. The uncertainty of time interval is 0.1%. The uncertainty of
z=0 the density of naphthalene is 1.1%, r, is about 3.5%, consider-

ing the temperature effect, the uncertaintypgf,, is 4.03%, and
= (X V) (Tor(X.V) — Te(X 23) D, .onis about 4.1%. The uncertainties of other data such as Sh or
"oz =5 1) Ta(x.¥) = Te(x)) (e3) h|2ca§|hwere estimated by a single sample theory of Moffa3].
From this theory the uncertainties 0., @jocai: Sh, and Nu are
4.0, 4.0, 5.8, 5.9, and 5.9 percent, respectively. In average experi-
x ments at smallest Reynolds number case, the uncertainftysof
Q(x)zf f [ar(XY){Twa(X,y) = Ti(x)} 7.1%. For the Reynolds number the local measurements were car-
0Jly ried out, the uncertainty dfis about 2.3%.
In order to estimate the uncertainty dF, the uncertainty of
(%) {Tu2(X,y) = TrX)}Jdy dxt Quid X)  (24) Q/AT,, is necessary, in this case we have to conduct some nu-
Because we only have the averaged experimental heat transf@rical simulations. In simulations, we considered one normal
coefficient for flat tube, the assumption that heat transfer coefiase and one worst case. For normal case, we used experimental
cient and the temperature do not vary across the tube is needegults of local heat transfer coefficient, for the worst-case local
As for the configuration of this study, the area ratio of flat tubexperimental heat transfer coefficigat all measured pointsn-
surface to total heat transfer surface is 11.5%, using of averageased by+4.0%. The numerical simulation results found that
instead of local Nu of flat tube will not cause significant differencéhe uncertainty ofQ/AT,, is about 1.6%. According to the single
to real case. sample theory of Moffarf13] The uncertainty oflF is

aT(X,y)

The T¢(x) andT,, are calculated using following equations:

5JF_\/ S(QIAT, )% [8(QIAT,)R|Z 1(6f1%2 1(6fg)2
JF V|t | Tt el Tl Tolte

=(1.6%)2+ (1.6%)%+ (2.3%)2/9+(2.3%)%/9=2.5%
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The heat transfer boundary condition analogy to the mass tral
fer boundary condition of this study is constant temperature.
heat transfer case, all surface are active heat transfer surface )
mass transfer experiments there were some surfaces such as 1
and rear end surfaces of the fin, and surfaces of VGs, which w¢
not covered with naphthalene. The corresponding area ratios 100 120 140
total active surface are 0.2%, 2.9% for front or rear end surfac
and VG surfaces, respectively. Due to the small area ratio, it
reasonable to assume that without covering of naphthalene
these surfaces the effects on overall heat/mass transfer or ther®
boundary layer are negligible. Furthermore, the start point of ma
transfer boundary layer and the velocity layer is not the san
point; this is not the case in real heat exchanger configuratic
Large difference will come from the inlet effects on heat/transfe
case if the test element length in stream direction is small. As f
the configuration of this studyl,/L (covered by naphthalene) ©
=33, so the inlet effect on overall results is very limited. For loce
heat transfer coefficient near inlet the experimental value will t
lower than for real case, for which developing of velocity anu
thermal boundary layers starts at the same point. If all compagy; 6 comparison of local Nu distribution on fin surface I: (a)
sons and evaluations were carried out for the same basic conflth VGs, Re=1853, H=3mm (b) with VGs, Re=1836,
ration as for the referenced one, the resultsJbfwill be less H=4 mm; and (c) with VGs, Re=1796, H=5 mm.
affected by different start points of velocity and thermal boundary
layers.

20 40 60 80 100 120 140 160

VG pairs. It seems that the oncoming vortices contribute to the
enhancement of heat transfer downstream on this surface. The
The Effect of Height of VG on Local Nu Distribution.  Fig- common characteristics of Figs(i5 to (d) are that the regions
ure 5 shows the local Nu distribution on fin surface Il for differenwith large Nu are located beside tubes, between the enhanced
H. Without VGs, Nu on fin surface has large values id-ahaped region and tube there is a region with small Nu.
band around tube, especially in the stagnation region as shown irfFigure 6 shows Nu distribution on fin surface | for differét
Fig. 5(a). With VGs, forH=3 mm (H/T,=0.6), VGs increase The measurements for the no VG case for fin surface | were also
the Nu in a narrow region beside every tube row. Along the firstotained, but are identical to those for fin surface Il to within 4%
tube row the enhancement of Nu is weaker than along the otffer averaged Nu. Whehi is small, the width of the mostly en-
two rows of tubes. With increasing, the enhancement of heathanced region is small as shown in Figa From Figs. 6(band
transfer is intensified. In Fig.(8), there are some points at which(c), it is showed that wheH is greater than 4 mm the width of
Nu is large. These points correspond to the highest tips of V@sostly enhanced region nearly has no change. This is contrary to
Even thougHH is larger, the Nu along the first tube row is relativeone’s expectation that the width of mostly enhanced region should
small, especially in the region between the first and the secoifgrease, because in the experiments the aspect ratio is constant, 2,
whenH increases the base length of VG also increases. From this
figure, it is clear that whehl increases the heat transfer enhance-
ment behind the trailing edge of VG is intensified. Unlike behind
the trailing edge of other VG pairs, behind the trailing edge of the
first VG pair of the second and the third rows of tubes there is no
distinct enhanced region. The common characteristic of Figs. 6
to (c) is that the regions with large Nu are located near the tubes.
Figure 7 presents the local distribution of \4/Nug on the fin
surface Il at 9 span-cross sections labeled in Fig).Nu,g /Nug
60 at the sections 1, 2, and 3 along the first tube row is smaller than
at the periodically corresponding sections of the second and the
third rows of tubes. Along the first tube row, with increasidg
w0\ Nuyg /Nuy becomes larger and the width of enhanced region in-
U creases. The largest M/Nu, occurred at section 3 with a value
30 of 3 for H=5mm at position 2.45 As shown at sections 4
through 6, the width of enhanced region increaseld asreasing
20 from 3 mm to 4 mm, but it is nearly the same whidris greater
than 4 mm. At section 4, Ni /Ny, is almost the same fold
10 =4 mm and 5 mm with a largest value of 4.3 at position of
0.33S5, but the peak value foH=3 mm is only about 2.5 at
position of 0.3$. For sections 7 through 9, the width of enhanced
region and Nyg/Nuy are nearly the same fdi=3 mm and 4
mm, but are smaller than that foH=5mm. The largest
Nuyg /Nug is about 4.5 at section 7 fdi =5 mm at position of
0.175 . From this figure, we see that as increasihgNu,g /Nuy
increases, but the mostly enhanced region will move away from

Results and Discussion

20 40 60 80 100 120 140 160

Fig. 5 Comparison of local Nu distribution on fin surface Il (a)
without VGs, Re =1797; (b) with VGs, Re=1853, H=3 mm; (c)
with VGs, Re=1836, H=4 mm; and (d) with VGs, Re=1796,
H=5 mm.

Journal of Heat Transfer

the tube wall. The increase of the average,AiNu, does not
necessary mean that we can get more heat transfer from the fin
surfaces with reasonable flow loss penalty, if the temperature dif-
ference on fin surface is taken into consideration.

Figure 8 shows the local distribution of the \/Nuy on fin
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Fig. 8 Effects of H on spanwise local Nu /Nug on fin surface |

location of these sections, the peak value near to the wall of the
tube comes from the main vortices generated by VG. The other
comes from the vortices generated by the trailing edge of VG,
although the increase d¢i contributes to great increase of these
surface | at 9 span-cross sections. At all sections presented, wagtices and the increase of Hl/Nuy, from Fig. 6, such en-
can see that with increasing bf, Nuyg /Nu, increases. The larg- hancement only occurred in a very small region. The dependence
est value of Nyg/Nuq is different for different tube row. For the of Nuyg/Nu, caused by vortices generated from trailing edge of
first tube row the largest Ni /Nuy is about 3.6 at section 3 for VG on H may imply that due to the blockage of VGs, more fluid
H=5 mm at position of 0.35;. The largest Nyg/Nu, is about will move through the vacancy beside VGs. This will reduce the
5.0 and 4.0 for the second and third rows of tubes at section 5 astdength of main vortices generated by VGs. The enhancement of
section 8, respectively. Comparing the WUNu, along every Nuyg/Nug caused by vortices generated from trailing edge will
tube row, its difference is smaller than that along every tube rogontribute to the average value of present experimental results, but
on fin surface Il. There are two peak values at sections 1 and 2yday not contribute a lot to the real heat transfer, because the
and 5, and 7 and 8 foH=4 mm and 5 mm. According to the enhanced region is small and far from the tube wall.

Fig. 7 Effects of H on spanwise local Nu /Nu, on fin surface Il
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30 H=5 ’ Re=1807 Fig. 10 Effects of H on span-averaged Nu on the fin surfaces |
and Il
é all of H at most region except in the beginning region of the first
tube row, where heat transfer is reversed at small region just ahead
the first VG pair. The main reason is that due to flow blockage
caused by the presence of the VG pair, the flow velocity near fin
A A Y P surface | decreases. From Figgapto (c), it is clear that with
E increasingH, the reversed effect increases. On fin surface |, just
flat tubel] | flat tubeZ |flat tube3 behind every VG pair, there is a peak value of Nu. Along the
0 T T T T T ] second tube row Nu is larger than along other two rows of tubes at
periodical corresponding position, and with increasing height of
0 1 x/S 2 3 VG, Nu increases on this surface. On fin surface Il, Nu increases
2 greatly only further downstream. Along the first tube row, it is
) ) ) clear that wher is small, the enhancement of Nu is very limited.
Fig. 9 Comparison of span-averaged Nu on the fin surfaces | Between the first VG pair and the second VG pair of the tube row,
and Il at different H Nu has almost no increase, see Figa)@nd (b). It is surprising

that whenH=5 mm, Nu is reversed greatly in the region between
the first and the second VG pairs of the first tube row as Rig). 9
For the configurations studied, vortices generated by VGs of teBows. Although we cannot get the clear answer to this phenom-
first tube row have counter-rotating direction to the vortices ge@na duo to the shortage of flow structure information, but the
erated by VGs of the next tube row. According to the studies ma@@ssible reason may be the great flow blockage caused by the

: ot Increase oH, and most flow will not pass through the space over
by Tiggelbeck et al[14,15]and Chen et al[6], the qualitative gﬁ: VG, and will pass through the space beside VG. Furthermore,

f'OV.V structure, _the number of develqplng vortices per VG an ter flow passes over the VG, due to the abruptly change of the
their stream wise development are independent of whether ss area of flow passage, a recycle flow may form near fin

flow approaching the vortex generator is uniform or vorticakyrface I1. For three cases bf studied, along the first tube row
These phenomena can also be observed in Fi$.t6 (c) indi-  the Nu on fin surface Il is smaller than on fin surface 1. With
rectly, because there is a similarity in the Nu distribution alongcreasingH, along the second and the third rows of tubes, Nu on
three different tube rows on fin surface I. From Figs. 7 and 8, it fin surface |l becomes larger, and at some region it is larger than
clear that the span position of peak values of MlNu, at three on fin surface I. ) _

sections along three rows of tubes changes along stream directiorf:igure 10 presents the comparisons of Nu on fin surfaces | and
It seems that the centerlines of vortex cores beside the tube try/k@8t differentH, respectively. It seems that the effects-bbn Nu
converge in the wake region of the tube. This displacement € more mixed on fin surfaces | and Il, especially heat transfer

caused by the lower pressure in the wake regions of tubes dueefancement is dependent on the location. On fin surface 1, along
the change of cross section area of flow passage. the first tube row, increasing will not enhance the heat transfer

asx/S,<0.5. When 0.5</S,< 2, Nu for the case dfi=4 mm is
Effect of Height of VG on Span-Averaged Nu Distribution. larger than Nu for cases ¢1=3 mm and 5 mm. Further down-
Figure 9 shows the span-averaged Nu distribution in the streatneam Nu forH=5 mm is larger than Nu for cases Hf=3 and
direction and the comparison with the corresponding Nu of bmm. The more effective improvement of heat transfer occurs in
enhanced one for the casestdt=3 mm, 4 mm, and 5 mm, re- the region around the second and third rows of tubes. On fin
spectively. On fin surface |, it can be seen that Nu is enhanced fanface |, wherx/S,<0.25, Nu increases with decreasikg In
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Fig. 11 Effects of H on average Nu and f at different Re

the region 0.25«/S,<1, The Nu for the case ofi=4 mm is
larger than for the cases 6f=3 and 5 mm. In the regior/S, :
>1, with increasing{, Nu increases. More pronounced enhancdheans that the heat transfer performance will become worse when
ment comes around the second row of tube.
Figure 11 presents the average Nu drat various Reynolds terbalance the increase of penalty of flow loss. Widgnis 0.1
numbers, Re, for differertl. The Nu was averaged over two flatmm and 0.15 mm, with increasirtd, the JF firstly increases and
tube surfaces and surfaces | and Il. It is clear that increadingthen decreases. For example, #;,=0.1mm and \g,

will increase Nu and. Without considering the fin efficient, so far,
we still cannot determine the optimum height of VG in real work-
ing condition of heat exchanger.

Screening of Optimum Height of VG. As mentioned above,
the numerical method is used to get the heat transferred from fin
surfaces. In the calculation, the inlet temperature of air is set to
40°C and the tube wall temperature is set to 80°C. The airflow
rate is determined through the three values used in local experi-
ments, the average value of Re is 1815. The friction fatfor
VG enhanced tube bank comes from E@$) and(16) in Wang
et al.[7]. The experimental result of the friction factor of finned
flat tube bank without VGs af,=5 mm is f=2.98 Re %33 At
different heat conductivity and fin thickness, the results are
present in the Tables 1-3. In Table 1, the results of referenced heat
transfer exchanggwithout VG enhancementre presented. The
effects of theH on the heat transfer performance are presented in
Tables 2 and 3.

In Table 1, for the finned flat tube bank fin without VG en-
hancement, when heat conductiviky,=100 W/m-K, the heat
transferred from the fin increases with increasing fin thickness
Siin - FOr example, the total heat transferred from the fin surface,
Q, is 4.90, 5.54 and 5.82 W fof;,=0.05, 0.1 and 0.15 mm
(0.125, 0.250 and 0.375 mm in the Tablesspectively. For given
N\in @nd &5, the heat transferred from the different row of tube is
different. As shown in Table 1, ford;,=0.1 mm and \g,
=100 W/m-K the heat transferred from half tube of the three
tubes rows is 2.28, 1.87 and 1.39 W, respectively. Whgnis
constant, with increasingy,, the heat transferred from the fin
increases, for example, from 4.89 to 6.22 WAgs changes from
50 to 380 W/m-K. The heat transfer per unit temperature differ-
ence also increases.

The effects of theH on the heat transfer performance of the
finned flat tube bank with VGs are dependent on the fin thickness
and heat conductivity of the fin. The dependence on the thickness
of the fin is presented in Table 2. At constant, and smallsy, ,
with increasingH, the JF decreases from 1.005 to 0.98. This

H>3 mm. The heat transfer coefficient increase does not coun-

Table 1 Summary of the numerical results of the finned flat tube bank without VG—reference data

5fin )\fin Tout Q ATrn Q/ATm Ql QZ QS QI

mm W/m-K °C w °C w/°C f w W W W

0.125 100 53.63 4.90 32.71 0.150 0.0794 1.82 1.74 1.35 2.45
0.250 100 55.41 5.54 31.67 0.175 0.0794 2.28 1.87 1.39 2.77
0.375 100 56.18 5.82 31.21 0.187 0.0794 2.45 1.94 1.43 291
0.250 50 53.59 4.89 32.74 0.149 0.0794 1.93 1.70 1.27 2.44
0.250 100 55.41 5.54 31.67 0.175 0.0794 2.28 1.87 1.39 2.77
0.250 380 57.30 6.22 30.53 0.204 0.0794 2.64 2.06 1.53 3.11

Table 2 The effects of the height of VG on the heat transfer performance of the finned flat tube bank VGs—dependence on the
thickness of the fin

5fin )\fin Tout Q ATm Q/ATm Ql Q2 Q3 QII QI
H/T, mm Wim-K °C W °C wr/eC f JF w W W W
0.6 0.125 100 55.05 5.41 31.89 0.170 0.1137 1.005 2.05 1.90 1.46 2.68 2.73
0.8 0.125 100 55.64 5.62 31.54 0.178 0.1358 0.992 2.08 2.02 1.53 2.71 2.92
1.0 0.125 100 56.00 5.75 31.32 0.184 0.1559 0.980 2.09 2.08 1.59 2.80 2.96
0.6 0.250 100 57.27 6.21 30.56 0.203 0.1137 1.029 2.49 2.13 1.60 3.10 3.11
0.8 0.250 100 58.22 6.55 29.97 0.219 0.1358 1.046 2.64 2.30 1.62 3.18 3.37
1.0 0.250 100 58.62 6.70 29.72 0.225 0.1559 1.026 2.60 2.38 1.72 3.28 3.42
0.6 0.375 100 58.23 6.56 29.97 0.219 0.1137 1.039 2.68 2.22 1.66 3.28 3.27
0.8 0.375 100 59.37 6.97 29.25 0.238 0.1358 1.064 2.86 2.42 1.69 3.40 3.57
1.0 0.375 100 59.78 7.12 28.99 0.245 0.1559 1.046 2.81 2.52 1.80 3.49 3.62
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Table 3 The effects of the height of VG on the heat transfer performance of the finned flat tube bank VGs—dependence on the
heat conductivity of the fin

5fin )\fin Tout Q ATm Q/ATm Ql Q2 Q3 QII QI

H/T, mm Wim-K °C W °C wi/eC f JF w \W W W

0.6 0.250 50 55.04 5.41 31.89 0.170 0.1137 1.012 2.09 1.89 1.44 2.68 2.73
0.8 0.250 50 55.62 5.62 31.55 0.178 0.1358 0.999 2.17 2.00 1.45 2.70 2.92
1.0 0.250 50 55.98 5.75 31.33 0.183 0.1559 0.981 2.17 2.06 1.52 2.79 2.96
0.6 0.250 100 57.27 6.21 30.56 0.203 0.1137 1.029 2.49 2.13 1.60 3.10 3.11
0.8 0.250 100 58.22 6.55 29.97 0.219 0.1358 1.046 2.64 2.30 1.62 3.18 3.37
1.0 0.250 100 58.62 6.70 29.72 0.225 0.1559 1.026 2.60 2.38 1.72 3.28 3.42
0.6 0.250 380 59.61 7.05 29.10 0.242 0.1137 1.052 2.92 2.38 1.76 3.55 3.50
0.8 0.250 380 60.05 7.57 28.18 0.269 0.1358 1.103 3.11 2.63 1.83 3.71 3.86
1.0 0.250 380 61.48 7.73 27.90 0.277 0.1559 1.084 3.05 2.38 1.95 3.80 3.92

=100 W/m-K, theJF is 1.029, 1.046 and 1.026 fétt=3, 4 and enon may come from the interactions of vortices generated by
5 mm, respectively. It is clear that there is an optimidras shown VGs located around upstream tube row and VGs located around
in Fig. 12. Whendg,=0.05 mm, with increasingl, JF decreases next tube row due to the vortices generated by these VGs located
monotonously, with increasings,, JF increases at samd and  at different locations have counter-rotating direction. The interac-
the optimumH becomes clear. From Table 2, the heat transferreidns of these vortices will decrease the intensity of heat transfer
f!’om the fin surface Il is smaller than the heat transferred from tra#]hancement_ Increase ldfwill make the interactions of vortices
fin surface | For example, whend;=0.1mm, X, more intensifying. On fin surface I, development of vortices in
=100 W/m-K andH=4 mm, Q;=3.18 W butQ,=3.37 W. stream direction is independent of whether the flow approaching
_In Table 3, the effects dff on the heat transfer performance ai/G s uniform or vortical, so the heat transfer enhancement in-
different A, are presented. At constadf, and small\s,, With  creases with increasing. But on fin surfaces | and II, with in-
increasingH, the JF decreases from 1.012 to 0.981. This phenomyyease of VG height the largely enhanced region will move away
enon is the same as that for the case with small fin thicknegg,m flat tube wall, after considering of fin efficiency this en-
When A, is 100 and 380 W/nK, with increasingH, the JF hancement will become less useful. Based on these reasons, it is
firstly increases and then decreases.sf=0.1 mm and\gn  clear that an optimal VG height exists.
=380 W/m-K, theJF is 1.052, 1.103, and 1.084 fét=3, 4 and SmallJF does not mean that VGs cannot enhance heat transfer.
5 mm, respectively. There is an optimuthas shown in Fig. 13. aq jt is the general case that if one wants to enhance the heat
With considering the fin efficiency, from Figs. 12 and 13, exgansfer, one must spend more things such as power et al. It is
cept the poor conduction in the fil\{,=50 W/m-K) and very ey difficult to counterbalance the gain and the payment. Heat
small fin thickness ;,=0.05 mm), the height of VGH, has an ransfer can be enhanced if we pay more power. As shown in Figs.
optimum value. For the configurations studied in this paper, the and 13, for small fin thickness and heat conductivity, elfen
optimumH is 4 mm, corresponding tH/T,=0.8. For very small 5 small than unit, but from Tables 1—3 the hé@) transferred
fin thickness or very poor conductivity of the fin material, Wh€n g5 the fin surface considered in the manuscript is larger for VGs
is greater than 4 mm, the heat transfer performance will becomgyn for no VGs. For later two cases, more power is spent due to

worse. the increase of pressure drop.JE greater than unit, that means

For the configurations studied, increase of VG height may ngf, really enhance the heat transfer with reasonable payment.
enhance the heat transfer on fin surface Il as shown in Fig. 10,

especially around the second tube row. From Figall is clear
that on fin surface Il Nu around the second tubeHor 5 mm is

a bit lower than Nu foH =4 mm. As stated before this phenom- 84,=0.10mm
® A;=50WimK, & Ay =100W/m-K
112 Ag=100W/m-K 1124 m A,=380W/m-K
’ ® §5,,=0.05mm, o 3;=0.10mm |
J B §,=0.15mm
1.08
1.08 -
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Fig. 13 Effects of fin materials (heat conductivity ) on
Fig. 12 Effects of fin thickness on optimum H optimum H
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Conclusions

Winglet vortex generators are used to enhance the heat transfer
performance of finned flat tube bank fin. The effects of the height _
of VG on local heat transfer are studied using the naphthalene ™ —
sublimation method and the optimum height of winglet VG are B
screened by usingF, a dimensionless factor of larger the betterX
characteristics. In order to géfF, the local heat transfer coeffi- Y
cient obtained in experiments and a numerical method are used to
get the heat transferred from the fin. As for the configuratio@reeks
studied in this paper, we get following conclusions:

a =
1) For local characteristic, as increasity Nuyg/Nuy in- A=
creases, but the mostly enhanced region moves away from the © =
tube wall. p =
2) With increasingH to certain degree, the width of enhanced 0 =
region does not increase significantly. T =
3) The effects oH on span-averaged Nu are more mixed on fin 6 =

surfaces | and Il, and are dependent on the location. In real work- Ap
ing condition, the heat transferred from fin surface | is larger tha@ubscript
the heat transferred from fin surface Il.

4) The average experimental results show that increaking 0
increases Nu anf] but with considering the fin efficiency, there is L2100

Sherwood numberSh=hd;, /D napn
fin spacing[m]

temperaturg K]

maximum velocity{m/s]

average velocity of aifm/s]

= volume flow rate of aifm¥s]
= coordinategm]

sublimation depthm]

heat transfer coefficiedtV/m?-K]

heat conductivitf W/m-K]

viscosity [kg/m?-s]

density[kg/m®]

attack angle of vortex generat|

time interval for naphthalene sublimati¢s]
fin thickness, small value or interval
pressure dropPa]

without VG enhancement
fin surface |, fin surface Il, respectively

an optimumH to get best heat transfer performance. atm = atmosphere
5) The optimumH is dependent on the thickness of fin and its f = fluid
heat conductivity. For mostly used fin thickness and conduction, local = local value
the optimumH is 4 mm, that isH/T,=0.8. ”;] = averhatﬁel
naph = naphthalene
Acknowledgments nb = napﬂtﬂa:ene at buI|I|< flow
. . n,w = naphthalene at wa
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z U ' w = wall or fin surface
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1 Introduction to a knowledge of the convective heat flux. Nevertheless, this type

f heat transfer determination can also be subject to measurement
rrors and needs correctiof&.
Furthermore, this experimental method is not suitable for high
Geo =Ny X (Tour— Tai) (1) fluxes such as those a direct beam can produce on thermocouple
co Tev surf— T air measurements. Consequently, the authors proposed to determine

This treats the room air as uniform and characterizes surfa@ convective heat transfer by a nondirect approach based on the
convection by a convection coefficiertig,) and by the tempera- USe _of an inverse method. Initial research_ work on this subject was
ture difference between room aiiT;) and the solid surface carried out for the steady state by Cuniasse—LangliahsFor
(T<u). Note that, for thermal balance applications, the surfac@rious boundary conditions, the (esults obta!ned by the inverse
temperature is also assumed to be uniform. In this manner method were validated by comparison both with an experimental
surface convective term enters the energy balance of both fREthod(direct method), Fig. 2, and with a relation from the lit-
room air volume and the internal surface. Generally speakingfature(theoretical methox [8]. _ )
convection heat transfer can vary from surface to surface in the! he results show that the inverse method is pertinent. However,
building, as well as with time, depending on local air flow pat&S it is also subject to measurement errors, it must be constructed
terns. That is to say that several convection regimes depending¥§#y carefully.
various conditiongtype of flow, operational states of equipment,

E)J’:ﬁjrirg]zlsweather conditions, etare commonly encountered in2 Experimental Setup

This is the case for glazed spaces, such as verandas or atri2.1 Description. The experimental setup mainly consisted
which have become a common feature in architecture. This typea uniformly heated vertical flat plate called “the active plate”
of space with great volumes is generally not heated. As the tefroughout this study, and a light source.
perature varies freely, such volumes are more difficult to simulate The active plate was located in a small, open enclosure, Fig. 3,
than heated spaces. One of the difficulties encountered com@savoid the influence of external turbulen¢door openings,
from the variations in the surface heat exchange coefficients dw@vements of personsn the development of the boundary layer.
to the incoming radiative energy and particularly to direct beam Two openings of small dimensions were made in this enclosure.
radiation. To study this problem, several models have been devehe first opening, at the bottom of the active plate, created a
oped in our laboratory1,2]. These models can accurately deteleading hedge for the development of convection exchanges. The
mine the location and the flux density of the sun patch insidesacond, located at the top of the enclosure, was necessary to
dwelling even for complex enclosures. The intention of thevacuate the heat coming from the active plate.
present study is to evaluate the impact of the sun patch on theThe dimensions of the active plate were: 1 meter height, 0.30
convective heat transfer value, Fig. 1. In our laboratory naturaleter width and 0.008 meter thicknegssin only). It consisted,
convection in building enclosures has been studied over mafigm the back face to the front face, of the following components,
years using direct experimental approaches. The method for thig. 4.
type of study consists of measuring the temperature of the bound- . ) . .
ary layer with a very fine thermocoup[8-5|, see Fig. 2. The ° A synthetic insulation material on all sides, except the front

temperature variatiofslope)very near the surface studied leads face of the plate, to provide adiabatic conditions. ]
* A heat exchanger with hot water circulating at a defined

Contributed by the Heat Transfer Division for publication in th®URNAL OF temperature. . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division December 26, ° A copper plate to ensure Umform.temperatures- On it were
2002; revision received May 12, 2003. Associate Editor: H. Bau. fixed several thermocouples allowing us to know the bound-

The common approach for modeling internal surface conve
tion is to employ the convective heat transfer relation(Eg
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ary condition imposed at the back face of the resin. The range
of variation of the temperatures measured by these sensors sjge that material, K type thermocouples with a 0.08 mm

was lower thant0.25 K around an average value for all the

configurations studied.

mean diameter and a thermal accuracy-®.15 K were bur-
ied 0.5 mm below the surface.

e A synthetic material, a bi-component resin commercially

available under the name of “Scotch wele3524 B/A". In-
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A light source was built during this experimentation. It con-
sisted of an insulated box made of aluminum in which several
short infrared lamps were located, Fig. 5.

The surface temperatures of the protection enclosure were also
measured so that radiative exchanges could be calculated. It
should be noted that surfaces having high emissi¥ity0.9) were
chosen in order to correspond to those classically encountered in
building enclosures.

2.2 Optimization. Preliminary studies were necessary to
optimize both the choice of the front face material and also the
location of the thermocouples inside it. This was done by succes-
sive numerical trials in the steady stdtmposed temperature at
the back face of the resin onl@nd unsteady stat@gmposed flux
condition at the front face of the resimnd using the fictitious
enclosure methof9], see Appendix A. This work allowed us to
determine the sensitivity coefficienk§; which are included in the
sensitivity coefficient matrixX. With these values it is easy to
calculate the criterion proposed by Blafi0].

YA/
“

P
Lighted
area

0.10 }
X 0.275m
0.72m
0.50 m

<
<

Insulated aluminum box

wero

S

Fig. 5 Diagram of the radiative heat source
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Table 1 Thermophysical properties of the resin All this optimization work is presented in Suleiman’s Ph.D.

— thesis[11].
Coefficient of
conductivit%/ Heat capacity  Densi Mean o
Material (W-m*K™f)  (J-kg*K™  (Kg-m> Emissivity 3 Inverse Identification Method
Resin 0.06 1454 480 0.95 The inverse identification method developed used a numerical

solution of the direct problem based on a finite volume technique
[12]. It was a three-dimensional model because, for the sun patch
study, we needed to know the temperature distribution inside the
This criterion is based on a quantity called the normalized ratjgate in all directions. Therefore, we stated the boundary condi-

of representation, which is defined as follows E2). tions of our plate in a three-dimensional Cartesian system of co-
ordinates. The mathematical representation is the following, Eqg.
T
- ) @) (4).
A e AT PT ¢*T\ T
where al —+ — | =
o ax?  agy? 9z%) ot
7-1:2 Xjj for j=1ton With:
i=1 z=0, _)\‘;_T :qicond
Tmax=Max(7;) with 1<j<n Zl 20
. . . . o z=(Thicknes3T=T,, Vx,y=known (4)
This normalized representation ratio allows the sensitivity of At:

the sensor to a flux density to be determined according to the
location where it is used. It must satisfy the relationst3p

Vj, 0.75<r<1 (3)

aT

In fact, it is interesting to obtain high, uniform values of the y=0 and y=Height, 0—=0,Vx,z
normalized representation ratio. This generally leads to the sen- y
sors being placed as close as possible to the surface of the maté&he heat transfer flux is the sum of the radiative and the con-
rial. But for the proposed study we also had to use materiatective effects, so the inverse problem is linear. Furthermore, the
which are encountered in the real situations at wall surfaces. Farat transfer is also a function of the local surface temperature
that we studied several types of inside surface materials, suchdéstribution.
plaster, wood or insulation materials. We finally chose a synthetic To take these phenomena into account, a linear inverse method
resin with thermophysical properties suitable for the planned stuelaborated by Talef13] was chosen. In this work we took the
ies, Table 1. following hypotheses:

This material presents two advantages. First, it has a good in- .
sulation coeﬁicignt that keeps its se?lsitivity coefficientgvalues * T_h(_a gIot_;aI heat flux arriving at the front face of the plate was
high. This property is very interesting because it makes the esti- d!V|ded iNton componentsyy, gz, - - - Ay along t_heY coor-
mation of fluxes less sensitive to measurement errors. Second, its dinate, Fig. 7. For the components which received the radia-
volumic heat(product of the heat capacity by the denpity suf-
ficient and very similar to that of plaster.

Therefore, the location and the number of thermocouples insic
that material were determined in order to reach high values of tk
normalized representation ratio.

The location of the lamps inside the box was also optimized t
obtain a uniformly lighted area and to impose a known flux

) aT
x=0 and x=Width, 5=O,Vy,z

Front face

boundary condition. Several preliminary numerical studiest / .
presented hereyere carried out and led to the building of a ra-
diative source able to deliver a variable power in the range 0 t
1600 W-m 2 Fig. 6. Back face ~ a1
(imposed
temperature
Thickness of resin = 8 mm P )
< q
1,00 F
5 095 |
gg 090 1 %
S 075 1 Q@
0,70 + + . + + + + + +
0 10 20 30 40 50 60 70 80 90 100 4
Height of the plate (cm) o
O/—» Lighted area
Fig. 6 Normalized representation ratio of thermocouples bur-
ied in the resin Fig. 7 Theoretical division of the active plate
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tive source fluxes we took into account two distinct boundary gl gk
conditions: one for the lighted areas the other for the non- ‘—kJ <g for j=1,...n (10)
lighted. This was done to determine the variations of tem- q;

peratures and fluxes due to the irradiation. o The set of Eq.(8) is over-determined. It takes the forrq
* Consequently the convective heat flux was also dividedninto_ p, \whereA is a rectangular matrix of dimensian*n with m

components and, if necessary, in separated areas when recei- \we cannot invert it to reach. This problem was solved
ing irradiation. using the possibility of decomposition into a singular value and
Here, with the following notation for the measured temperatu@Ven by the Fortran program SVDCMP from Numerical Recipes
(Y; for i=1,m) and the computed temperatur®; (for i=1,m) 15]. . ) )
and withm>n, the aim is to estimatg=q;, Js, . . . ., for the The use of the inverse method gives the conductive heat flux
lowest deviation betweeX; andT;, that is to say, Eq(5): g*°"arriving at the front face of the plate and the average surface
temperature for each component of the plate. Therefore, before
determining the convective heat flgg’ , it was first necessary to

Supposing that'g=(q¥, ... g7 is a first estimation of the calculate the radiative heat flipd® for each component of the
unknown flux, the temperatures are assumed to be continudlidte. This was done using the classic radiosity metfib@],
with the heat flux and a serial first order Taylor developmen‘(‘/thh we briefly outline below. If we consider an enclosure com-

Ti—Y;~0 for i varying from 1 tom (5)

Beck|[14], gives Eq(6): posed ofn gray surfaces where
T JT » S, is thekth surface of the enclosure.
T l=Th (k=) —|  + ...+ =" — * g is the radiative heat flux per unit area leaving the surface
Ch q=gk 9dn a=a(k6) k. It is called the radiosity and is given by Ed.1).
Uox=ek0 Tt (1—£)0; (11)

qu?)(/;}ibstltutmg Ea(6) into Eq. (5) and simplifying, we obtain q; « is the radiative heat flux per unit area arriving on surface

In our case, as all the surface temperatures were known either

n a1, - G by measurement or by simulation, we obtained a set efjua-
> ———— Xx(q =g+ TR, ... g9 —Y;  tions for then surfaces of the enclosure and hence all the values of
=1 9q; G=gk Oo,j» EQ.(12).
~0 @) !
Sci—(L—e)Fy 100 =0Tk 12
For i varying from 1 tom, this linear equation system can be 121 L) Fkilo; =Tk (12)
written in matrix form, Eq.(8). where ;=1 if k=] and 0 if k#j.
DT(G9) -G 1~DT(G9) -G~ T(G+Y @8) Then, to calculate _the con_vective heat qu>_< dengify, we
applied the two following relations, corresponding to thermal bal-
Where: ances of components located on the plate front face:
dT, 9T, T, « the first one corresponds to locations outside the lighted area,
9y, 99, Eq. (13). S .
- » the second one corresponds to locations inside the lighted
DT(q)=X:X=| - o area, Eq(14).
T Tm e (13)
9 9n | G- g 07"+ aX Qjgneq= a7 + g (14)
is them* n Jacobi matrix ofT(g¥). 4 Results

Y and T are them vectors of the discrete measurements and
computed temperatures at the given sensor locations. The term4.1 Presentation of the Results. The results concern par-
aTi/dq; are the sensitivity coefficientk;; that we calculate by ticularly the thermocouple temperature variations, the flux varia-
progressive differentiation for the resin, E§). tions and the convective exchange coefficient variations over the
" R " lighted area. For that study the active plate was divided into
Ty Ti(d"+6;8)—T(q%) 9 twelve components of which four received the radiation, Fig. 8.
a4 - d; ©) Various boundary conditions were tested. They corresponded to: a
. . . . . light flux density of 166 W-m?2 which was applied to the front
The scalaré; is very small in comparison with thith flux  tace of the resin for 220 seconds; and different temperatures im-

k i ; ; : : . ;
component;, ande; is thejth column of the unit matrix. TWo posed at the back face of the resin allowing temperature differ-
calculations of the temperature field were necessary to determif}aA T=T. f_?_ within the range 2.7 to 14.7°C

surl air . . .

each column of matrix sensitivity coefficients: Figure 9 shows the temperature variations of the thermocouples
« The first one with the flux valuég) for all the components With the duration of illumination. During the illumination the

together. range of temperature varied between 28.5 and 32.5°C for all the
« The second one with the valug+ 5q) for each component Sensors. But two types of thermocouple thermal behaviors may be
taken separately. distinguished.

The first one corresponds to thermocouples 5 and 6, centrally

That is to say that, for tha components of the plate, the tem-located inside the lighted area. These thermocouples present the
perature field was calculated ¢ 1) times. greatest amplitude of variation.

Then we solved the three dimensional unsteady state heat confthe second one is relative to the two thermocouples located at
duction equation by a finite volume technique to reach values gfe limits of the lighted are#bottom or top). In that case, the
the n components of the unknown flu>qk*l)j:1 YYYYY n- As this variation amplitudes of the two thermocouplés and 7)were
resolution is an iterative process, it is solved again for these néswer. The reason is that the energy emitted by the radiative
flux values until the variation between two calculation stepsource and absorbed by the resin is diffused towards the non-
reaches a low value, i.e., E(LO). lighted area.
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Fig. 8 Division of the active plate into components and loca-

tion of the thermocouple sensors

Finally, we can see that the thermocouples 7 and 4, which ar

the same situatioficlose to a non lighted area), present a smag55 e N

difference of temperature. This difference comes from the i *1 V\\‘\‘\ﬂﬂ@—— ——qrade
crease of air temperature due to the effects of natural convecti g

Temperature variations of thermocouples inside the lighted area
(flux = 166 W/m? - fixed back face temperature = 33 °C)

(*) inside the lighted area
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Fig. 9 Experimental temperature variations of thermocouples
located inside the lighted area
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Table 2 Characteristics of the configuration studied
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4.2 Conductive, Convective, and Radiative Variations
We chose experimental conditions that were representative of the
general thermal behavior of the conductive, radiative and convec-
tive fluxes. They were a light flux density of 166 W2 and
other conditions indicated above, Table 2

The variations with time of six components are drawn on Figs.
10, 11, and 12. Four were located inside the lighted &empo-
nents 4, 5, 6, and)7the two other§components 1 and 12®eing
outside that area, respectively at the bottom and at the top of the
active plate.

Concerning the variation of conductive heat fluxes of the
lighted component$4 to 7) we see, Fig. 10, that they decrease
from the first moments of lighting. This phenomenon corresponds

Conductive flux variations
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Fig. 10 Conductive heat flux variations for 7.4 <AT<8.3°C

Radiative flux variations

75

/\\ ——qradt

70
85 ——qrad4

E e
N \ —»-qrads

e ——————— —+—qrad?

35

—+—qrad12

0 100 200 300 00 500 800 700
Time (s)

Fig. 11 Radiative heat flux variations for 7.4 <AT<8.3°C
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Fig. 12 Convective heat flux variations for 7.4 <A T<8.3°C
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Fig. 13 Convective heat exchange coefficient values for com- Fig. 14 Convective heat exchange coefficient values for com-
ponent 4 ponent 5

to flux inversions which depend on the component locations.

Then, just after the extinction of the radiative source, the condugz, 1ip for jow values of convective heat exchanges. This points
tive flux increases rapidly and reaches higher values during h% the weakness of the inverse method for such values

restitution because the material had stored heat in the previou%.he values of the coefficients allow us to obtain the different

periods. : :
Note that components 1 and 12, not located in the lighted ar(Ie%WS that govern the convective heat exchanges in terms of the

do not present any significant variation during the lighting perio@verage temperature difference of each componEft Ty
Figures 11 and 12 for the radiative and the convective heatT s Of the lighted area. The laws fitting the calculated results

exchanges show, that the variations of components 4, 5, 6, an@btained by the inverse method are as follows, @§).

located inside the lighted area are significant. Nevertheless, if we

compare these two heat exchanges occurring at the solid surface

the following observations can be made.

As was foreseeable, the figures indicate also, that uncertainties

Component no. 4:hCU=1.84><(iurf—i)°-33

« Component no. 5:hg,=1.75X(Tey— T..)% (15)
* The order of variations between the different components of

the lighted area is respected. The central compon@&nénd

6) of the lighted area present the greatest temperature varia-

tions. For the other two, located in extreme positigosm- c tive heat
ponents 4 and 7), the variations are lower. We note aga
here, as mentioned in paragraph 4.1, that the energy emitt
by the radiative source and absorbed by the resin is diffuse s —F
towards the nonlighted area. I e { f
The amplitudes of variations are different between the twg * -

types of exchanges. Due to the illumination, the convectivg s

heat exchange varies by more than twice its initial value b&
fore lighting. This is the case of the three upper componen§ 2
located in the lighted area, excepted for componemqy, ;”.

This may be explained, on the one hand, by heat restitution 1
the energy stored in the resin during lighting and, on the oth¢
hand, by the increase in air temperature due to convectic °; ] . . T A

effects from the bottom to the top of the plate. ge t i “c)

ge Coefficients (component 6)

Finally, if we consider now the two components 1 and 12 n
located in the lighted area, we see that the illumination does
affect their variation in a significant manner. Nevertheless, a very
slight variation may be observed, certainly due to the beam refle Convective heat exchange coefficients (component 7)
tions of the radiative source inside the enclosure.

% .15 Convective heat exchange coefficient values for com-
ent 6

4.3 Convective Heat Exchange Coefficient Variations
We present the variations of convective heat exchange coefficiel
with time, Figs. 13, 14, 15, and 16. They were calculated using tr64
convective fluxes given by the inverse method and in terms of tk;
average temperature differendel =Ty, — T of each compo- £°
nent. The uncertainty bars were calculated by a Monte-Carg )
method[17]. We indicate the absolute errors on parameters su
as emissivity or view factors and give informations about unce
tainty calculations in the Appendix B.

These figures show that the variation of the convective he o
exchange coefficient due to the light source may be high. It varie
more than 50 percent between the two extremes of temperature
mentioned above. This fact was observed for all the configuratiopig. 16 Convective heat exchange coefficient values for com-
studied. ponent 7

T ME]
T

e

2 4 8 8 10 12 14 16 18
Average temperature difference (°C)
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Fig. 17 Convective heat exchange law for the total lighted area

« Component no. 6:hy,=1.91X(Teyr— T.)%3" This power law calculated with the results obtained by the in-
v s verse method may be compared with other laws provided in the
literature by several authors. We have chosen laws corresponding

o ) to surfaces heated at constant temperature and for situations of
Note that these laws bear a power coefficient varying betwegartical surfacesfree plates or included inside enclosyres
0.31 and 0.35. According to the literature on the subject,[&&],

this indicates a situation of turbulent flow. But we cannot con- * The first type of law is reported by Roldaf9]. These laws

clude with certainty because, during the lighted period, the 9ive the convection heat exchange value in terms of the prod-

Grashof number varies with the increase of surface temperature uct of the average temperature differenc®&= T, T by

and we may encounter several situations of flow regimes. a constant or their sum. For these relations, there are no in-
Nevertheless, as the temperature differences between all the dications given about the flow regime. Nevertheless, if we

components have small values, we determined a general convec- consider the power exponent affecting the temperature differ-

tive exchange law for the lighted area, Efj6). This law has been ence, these two laws correspond to situations of turbulent

drawn with the lower and the upper limits of errors, Fig. 17, flow, Eq.(17) and Fig. 18.
mentioned before.

« Component no. 7:hg,=1.86X(Teyi— T..)%32

hey=1.83X(T g~ Tai)*® Moy = 1.88X(Tgy—T.)°%  (Briss

(16)

17

Convective exchange coefficients (first type of law)

6
Upper limit
of error —‘\
5
., - % ¢ "
P
=, " s “/‘# A M
. 3 a Yy
g* T )
©° - /.’ .
o' - »* 2 Iy
E 3 .I‘“
= ,«‘ A
> A A
£ s A « Inverse method | |
B x Briis
\ lower limit z Heat
of eror
1 Y = hev+dhoy 1
f/?‘i 4 hev-dhev
0 T T T T T T T T T
0 2 4 6 8 10 12 14 16 18 20

Average temperature difference (°C)

Fig. 18 Comparison of the inverse method law with laws of the first type
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Convective exchange coefficients (second type of law)

6
Upper limit
of error
5 E
G 4
o
E 3 Inverse method
E o Ferries
5 x Minetal
I 2 : = Cibs
\ Lower limit + Ashrae
1 A of error ®  hcv+dhev
Al
f hev-dhev
Vol
0 T T T y T T T T T
0 2 4 6 8 10 12 14 16 18 20
Average temperature difference (°C)
Fig. 19 Comparison of the inverse method law with laws of the second type
hey=1.7+(Taui— T.)%425  (Head ticularly have in mind industrial processes as thermoforming of

plastic bottles used for mineral water which need higher levels of

* The second type of law is reported in the works of Dascalemperature.
et al.[20]. These laws are given in terms of the Nusselt num-
ber, from which we can easily calculate the convective ex-
change coefficient, Ed18) and Fig. 19. Nomenclature

+ Nu=0.117GP* (ASHRAE) a
. DTG =
- Nu=0.119GP* (Cibs) a8 (@
« Nu=0.124GP33 (Ferrie9 Fri
] g
+ Nu=0.197GF* (Min et al.) hev
If we consider the uncertainty domain, we can see, Figs. 18 and Gr
19, that several laws are suitable to determine the convective heat é
exchanges with the active plate. Nevertheless, as we have seen cond
before, the uncertainty decreases as the average temperature dif- q
ference increases. For larger temperature differences, some laws .
of the second type go out of the uncertainty domain and are not Qi
suitable for such an application, Fig. 19. The inverse method ap-
pears more interesting in the case of large natural convection ex- qligh;gg
change coefficients, i.e., for large average temperature differences. qi
But it can also be used for an approximate estimation of convec-
tive heat exchanges. ok
di k
5 Conclusion a*=(qy...q)"
In this study, an inverse heat conduction method has been built Nu,
to estimate convective heat fluxes at the surface of a vertical Pr
heated flat plate subject to natural convection and impacted by m
radiation. This method has been compared with various relations
provided by the literature and according to thermophysical prop- n
erties of building wall surfaces, particularly for high values of t
emissivity. S
The results demonstrate the impact of a light source on convec- T
tive heat exchanges. This proves that the inverse method is pertF=(Tq, ... Tp T
nent, even if it is subject to considerable uncertainties, particularly X

when the convective heat exchanges take weak values. However, Xj;=dT;/dq;
for notable differences of temperature that we may encounter on XY,
surface walls of glazed spaces, this method could be useful. Y,

The different algorithms and models developed in the study aré¢/= (Y, ... Yy "
robust and may be used for other types of applications. We par-
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absorptivity
sensitivity coefficient matrix for th&th
iteration of surface flux

= view factor between surfacésandj

gravitational acceleratiofm-s ?)
convective heat transfer coefficient
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= local Grashof number

heat flux densityW-m~2)
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= light flux density(W-m~2)
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component{W-m~?)
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vector of surface flux density
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time (s)

ith surface aredm?)

ith numerical temperatur€C)
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Greek Symbols 07" aX Qjgneq= 0 +af*° (14)
= thermal diffusivity (m?-s™%)

coefficient of volume expansiofi %)

scalar or symbol of kronecker

= emissivity

kinematic viscosity(m?-s™%)

Stefan—Boltzmann constattvV-m~2-K %)

thermal conductivityW-m~1°C™%) (Agocv) <A<ptota|+Agorad|+A<pab4

Note that this expression depends on different parameters that
enter into the thermal balance of the lighted area. Two literal
expressions are necessary to reach this type of result.

The first gives the relative uncertainty on the convective heat
flux.

= density(kg-m9)

= normalized ratio of representation
Superscripts The second gives the relative uncertainty on the heat exchange
coefficient from the classical heat transfer law by convection.

N Q3 o ™R
Il

Pcv / max PtotalT Pabs™ Prad ‘

" = average quantity

()T = transposed quantity (Ath ~ \/ A%v)z 2( 5~|-)2
Subscripts heo | ax P | max VAT
air = ambient condition For these calculations, we took the following parameter uncer-
surf = surface quantity tainties into account.
The absolute uncertainty on thermocouple accuracy @45
Appendix A K. This type of error occurs in the calculation of the different flux

For the optimization of the surface material we used the ﬁctlc_omponents and we took this fact into account,

tious‘enclosure methd®]. We considgr that the figtitious enclo- Concerning Conductive Exchanges

sure is composed of two surfaces which @rehe active plate and i o )

(i) all the other surfaces of the enclosure taken together. * The location error of thermocouples inside the resin was cho-
This assumption is valid if: sen to be 0.1 mm. We assumed that it was equivalent to a

. . . . . temperature error.
* The dimensions of the enclosure in the three directions are

not very different; and Concerning Radiative Exchanges

¢ The emissivity is uniform for a given surface . . .
y 9 « relative error on view factors1% (from numerical data

But, the temperature difference between the active plate and the relative error on emissivity2% (from experimental daja
other surfaces may be significa@.g. active plate with radiative

emission). Concerning the Radiative Source
Then in the steady state we applied the relatiffi"'=qf The power of the radiative source has been determined by a
+qirad and we had have to determined both the convective and tfigecific experiment which is not presented. Consequently, it was
radiative heat fluxes. subject to calibration errors which are included in the uncertainty
bars relative to the results given for the convective heat exchange
Concerning the Convective Heat Flux coefficients.

« We used a relation from the literature which was integrated Senerally speaking, these calculations were done using a
along the Y coordinate. This relation is the following and hyonte Carlo method17]. For the case of temperature we fol-
been presented if8]: owed the different stages:

1. With the help of a random noise generator and assuming a

K. B9 Y Gauss law probability distribution we can draw “m” values
o v? Lod YOV of the random variabl&(T) of temperature error.

Qi :T(Tsurf_-rx) 17075 2. These values were added to numerical temperatures given

2t ' by the model to obtain noised temperatures.

where: “K” is a constant depending on the relation used. 3. Finally they were injected into the numerical model to ob-
_ o tain a first evaluation of the total flux componegft"® for
Concerning the Radiative Heat Flux example.

* We estimated a linearized radiative heat exchange coefficientstages 2 and 3 were repeatedimes (N=50) to reach a sta-
“h,” tistical evaluation of the uncertainty.

qirad: h, X (Tplate_ Tsur)
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A Natural Convection Model for
the Rate of Salt Deposition From
Near-Supercritical, Aqueous
Solutions

A model is developed for the rate of salt deposition by natural convection from aqueous
salt solutions onto a horizontal cylinder heated beyond the solubility temperature for the
dissolved salt. The model accounts for the deposition rate at the salt layer-solution inter-
face (SLSI) formed on the cylinder, but it does not account for deposition which may occur
inside the porous salt layer (PSL). Dissolved salt is transported to the SLSI by molecular
diffusion (with advection) and subsequently nucleates heterogeneously there. The model is
applied to the experimental deposition rate data acquired by Hodes et al. (1998, 2002) at
conditions pertinent to Supercritical Water Oxidation (SWCO). The ratio of the predicted
deposition rate to the measured one ranges from roughly 0.5 to 2 indicating that deposi-

tion inside the PSL can be considerableDOI: 10.1115/1.1603772

Keywords: Double Diffusion, Fouling, Heat Transfer, Mass Transfer, Natural Convection

1 Background

Supercritical Water OxidatiofSCWO)is a promising technol-
ogy for the remediation of hazardous organic wastes as discus
by Shaw et al[1]. However, scale buildup on reactor surfaces dLgD

ch.
i

tion dominated transport, but a weak cross flow of solution past
the heated cylinder maintained the deposition driving force. Pho-
tographs of the heated cylinder before and after it was inserted
the cross flow of a 4 wt% aqueous sodium sulfate solution for
out 15 minutes are shown in Fig. 2. The diameter of the SLSI is
cir ular except in the region where a plume forms on the down-
§ffeam side. A number of factors may contribute to the down-
tream roughness. Firstly, tiiforced convectiveReynolds num-
based on the SLSI diameter was up to 200 during the

to the production of “sticky” salts can be problematic. Resear
on phase behavior, heat transfer and salt deposition in supercrit
water (SCW) has been reviewed by Hodes et [@]. The many

reactor designs and operating techniques to control scale buil

during SCWO have been reviewed by Marrone efal. Very L@eposition experiments; consequently, the turbulent and three-

few investigators have examined deposition rates under caref NMnensional vortices shed in the wake of hiv cvlindrica
controlled conditions. For fully developed turbulent flow througfgLSI could play a role in bump formatiogr%gcgnd)l/y the r31axi-

a tubu_le_1r reactor, Rogak and Teshimam_ea}sured sodium sulfate um natural convection Rayleigh number based on the SLSI di-
deposition rates and developed a predictive model. Rate data Rieter was about 20i.e.. its transition value, hence there may

deposition from near-supercritical, agueous, sodium sulfate aﬁ'& e been some turbulence in the plume. Finally, the fluid in the

|toc_>tast|gmHsuOI|fate fOILg'gnSTLO a hdee;ted cylinder have_bgebn res of the PSL is buoyantly unstable on the downstream side of
ained by Hodes et a[5,6]. These data were accompanied by e plume and could induce secondary flows that could contribute

simple model for the rate of deposition at the salt layer-soluti bump formation. In the potassium sulfate experiments, the
interface(SLSI) formed on the heated cylinder and a more rgorgownstream side of the SLSI is also rough; however, unlike

ous mod_el is develope_d here. . . the sodium sulfate deposits, the potassium sulfate deposits are
The visually accessible test section used in the Hodes et ndritic[6].

experimentd5,6] is shown in Fig. 1 and described in detail by e ratig of the measured mass of deposited salt to that pre-

Hurst et al.[7]. At the system pressure of 250 bar, aqueous Sicted by the Hodes et d15,6]model was between about 1 and 4.
solutions preheated to within 3 to 8°C of the salt precipitatiofygre ' many of the assumptions invoked in the previous model are
temperature flowed past a 5.08 mii2 in) diameter heated cyl- 1o|axed. First, the model is no longer restricted to linear solubility
inder. 10.61 W of(constant)power supplied to the cylinder in- 1,5, nqaries and allowance is made for the transient nature of the
creased its surface temperature beyond the solubility temperatyigssition rate. Moreover, depletion of salt in the bulk solution
of the salt in solution to drive deposition. Near the end of therounding the SLSI is included in the model. Furthermore, the
6-12 minute deposition period, the system was purged with Rina|ogy between heat and mass transfer is not applied and buoy-
trogen. Due to the difficulty of purging the high press(260 bar) ancy forces generated by both temperature and concentration gra-
system at elevated temperatufedout 375°C), it has been esti-gients are taken into account. In both models, heat and mass trans-
mated that from 5 percent to 20 percent of the mass of salt depgsy coefficients are calculated from results for a vertical flat plate

ited on the heated cylinder was removed in the progéssAfter  geometry and deposition inside the porous salt [4p&L) is not
purging, the heated cylinder was removed and the mass of s@dhsidered.

deposited on it measured. It ranged from 0.27 grams to 1.96 grams

and it was measured to within0.02 gramg6]. Natural convec- 2 Development of the Model

ICurrent address is: Bell Laboratories, Lucent Technologies, 600 Mountain Ave., 2.1 |ntroduction. A generic temperature-composition phase
Rm. 1A-323, Murray Hill, NJ 07974, e-mail: hodes@Ilucent.com : : : _ :

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF diagram representative of the sodium sulfate Wa.'ter and p_otas:smm
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 10, 200§U|fate'walt?r SYStemS ata pressure of 250 bar 1S Shown in Fig. 3.
revision received June 3, 2003. Associate Editor: K. S. Ball. The solubility line separates a single-phase fluid region from a
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Window cur in the bulk solution during the experiments and this is sup-
) ported by visual observations of deposition. It is further assumed
j that, once salt adheres to the SLSI, it can not be removed. The
SLSI is modeled as a vertically oriented flat plate of height equal
to half the circumference of the SLSI as justified in Section 2.3.
Given that the SLSI is circular, except in the region of the plume
. as per Fig. 2, its perimeter is assumed to be circular. Finally, the
Hot Finger detailed morphology of the SLSI is not considered.

The equations governing mass and heat transport at the SLSI
are derived from the differential control volume shown in Fig. 4.
Transport at the SLSI has been shown to be a weak function of
azimuthal anglg6]; therefore, all variables are assumed to be
independent ofy. As the PSL thickness increases, aqueous salt
solution is displaced and a salt mass balance at the SLSI yields:

Thermocouple

Window

Laser

Flow S

Reservoir '
"l » dx;
Ms=(ps=pa) (1= ) v = —[pav+Iaxl, @

<—row Wheremg is the mass flux of salt deposited at the SL&ljs the
density of solid saltp, is the density of salt in solutionp is the
r ' porosity of the salt layer; is the position of the SLSI, 4 is the
< 2 diffusive flux of salt normal to the SLSI, and is the normal
velocity at the SLSI. The scale analysis discussed in Section 2.3
shows that advective transport of salt to the SLSI is negligible
Fig. 1 Schematic of the test section used in the Hodes et al. compared to that by diffusiohHence, it follows from the defini-
deposition experiments  [1,2] modeled here ':)ion of the mass transfer coefficient that the salt mass balance
ecomes:

Thermocouple

dx

/)

two-phase (solid saltftuid) region. Also shown on the generic Ms=(ps=Pa) (1= ) G =Nmlpab=pPa) &)
solubility diagram are the the trajectories @f, {) states traversed

by the bulk solution and by the SLSI as salt deposits on the heat®d analogous mass balance on the the water component of the
cylinder, wherew represents salt mass fraction. The heat and madgnary) solution in the same control volume yields

transfer coefficients relate the heat and mass fluxes at the SLSI to

their respective driving forces as shown. The bulk condition tra- dx

jectory is qualitative, but it illustrates a number of relevant effects. pe(l—¢) Gt Pev e (3)
Before deposition begins, the salt concentration in the bulk solu-

tion equals that in the inlet stream to the test cell{) and the \here pg is the density of water in solution. Finally, an overall
temperature of the bulk solution is designated By,. At the mass balance at the SLSI yields

onset of deposition, the material capacitance of the test cell is

rapidly depletedwithin 1 minute)and state “e” is reached. Be- JL

tween states “e” and “f,” the concentration of salt in the bulk (ps—p)(1—d) —| =—pv (4)
solution is further decreased because an increasing bulk solution at

temperature results in an increasing deposition (d@tee tempera- . .

ture of the bulk solution unavoidably drifted upward by about 3°C An energy balance at the SLSI is also developed using the
during the first 5 to 10 minutes of each run and was stable thentrol volume in Fig. 4. The rate of accumulation of internal
after[6].) Once state “f” is attained, bulk temperature no longeenergy inside the control volume per unit area of the SLSI is
increases. Then deposition rate decreases with time and, thus, Ridkoted bydU”/dt. Specific internal energy is denoted by the
concentration increases. At steady-state conditidesignated by \ariapley; and has units 08/(kg i); andus, U, andug repre-

the subscripte), the salt concentration in the bulk solution equal§ent the specific internal energy of solid salt, associated ion pairs

that in the inlet stream and there is no deposition. . - : : ) "
All of the (T.w) states traversed by the SLSI are assumed to Iﬂaf salt in solution and KO in solution, respectively. The result is

on the solubility boundary as shown in Fig. 3. The heat flux at the ”

L . ; du dx;

SLSI decreases with time because its area increases and the heater —— =[pUs— palpa— pgUg](1— &) —— (5)

power is constant. Thus, the temperature and concentration differ- dt dt

ences across the boundary layer driving the natural convecti

flow which removes the heat supplied to the heated cylinder deg- Iy e . :
D - e specific enthalpy of species”‘in solution and has units of

crease with time and the SLSI condition moves towards the bu : ) . :

solution condition until steady-state conditions are reached. t(kg 1). The first term on the right-hand-side of Eq. 6 accounts

steady-state conditions there is heat transfer, but not mass trané%r the power supplied to the hgated cyIindeE”(is the total
between the SLSI and the bulk solution. pover supplied to the heated cylinder per unit area of the SLSI

and 7 is the fraction of it that enters the PSL. The valuerofvas
2.2 Mass and Energy Balances. Some further assumptions set equal to 0.90 based on the the heat conduction analysis done

are given here before deriving the mass and energy balances atiyiédodes[6].) The next two terms account for the energy fluxes
SLSI. Firstly, diffusion of mass along temperature gradients arsociated with the mass fluxes of species A and B and flow work.
diffusion of energy along concentration gradients, i.e., the tSor€he last term accounts for heat loss from the SLSI.
and Dufour effects, respectively, which can be important in super-
critical fluids [2], are not considered. In addition, homogeneous du” - "
nucleation is assumed not to occur in the bulk fluid, i.e., dissolved gt~ 77~ LPav FIaxIha=lpev+JexlNe—ac  (6)
salt travels to the SLSI exclusively by molecular diffusi@mith
advection)and subsequently nucleates. The nucleation model mection is important, however, to the transport of water at the $2$be-
Smith et al.[8] predicts that homogeneous nucleation can not o€ause it is the nondilute component of the fluid.

R overall energy balance at the PSL results in Eq. 6, wheis
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Before Run

Downstream View Side View

Fig. 2 Photograph of the 5.08 mm (outer) diameter heated cylinder before inser-
tion into the cross flow of a 4 wt% aqueous sodium sulfate solution and upstream,

downstream and side views of it after about 15 minutes of exposure. (Flow direc-
tion and gravity vector are shown in side view. ) [T,=356°C,P=250 bar, My,
=10.47 g/min. ]

The net mass diffusive flux in the-direction equals zero, i.e., For the dilute salt concentrations of interest, solution density may
Jax=—Jpx; therefore, when taken together, Eqs. 5 and 6 bé&e considered uniform and the tepg/(ps— pa) approximated as

come: unity. The area available for deposition at the SLSI equals
d 7D;L(1+D,/(4L)), where(L) is the length of the heated cylin-
_ _ 9% der, so that the mass and energy balances become
[psUs—paua—paUsl(1—¢) dt
”n 4 d D

=nP"—[paha+pghslv+JIaxhg—hal—ay (7) d—nt]s=pso|nhm7rDiL(l+i (wap—wa,i) (10)

It is assumed that the specific internal energies of the condensed

phasegsolid salt, associated ion pairs of salt in solution an®H dm )

in solution) equal their respective specific enthalpies in solution 7P+ ——Hge=hmDiL| 1+ —|(T;—T}) (11)

[6]. Then combining the energy, salt mass, and water mass bal- dt 4L

ances yields:

g where the term D;/4L) accounts for the area at the tip of the
X .
pdhe—hl(1- &) o = 7P"—a () Meated oyiinder

2.3 Double-Diffusive  Natural ~ Convection. Double-

The quantity ba—hg) is the (mass basedheat of dissolution diffusive natural convection may result when solution density is
and it is subsequently denoted byss. (A negative value for coupled to both temperature and solute concentration. It is the
Hgiss implies endothermic precipitationFrom the definition of dominant mode of transport in the deposition experimghitsThe
the heat transfer coefficient and the salt mass balance, the energan Nusselt and Sherwood numbers for double-diffusive natural

balance becomes convective transport from/to an isothermal horizontal cylinder are
functions of the Schmidt number (Sa/D »g), the Prandtl num-
" P o/ — . .
7P +( _s )Hdissms:h(Ti_Tb) ) ber (Pr=v/a), Fhe Grashof number (GJ, and the dimensionless
groupN where:
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Fig. 3 Temperatures, concentrations and principles relevant
to the deposition rate calculations plotted on a generic solubil-

ity diagram representative of the sodium sulfate-water and po-
tassium sulfate-water systems at a pressure of 250 bar

9(B(Ti=Tp) + psoinB* (w; — wp,))D?
Grp= 2

(12)

B* (pai—pPap)

NS T

(13)

The quantitiesg and 8* are the thermal expansion and speci

expansion coefficients, respectively, as defined by

_ 1 dpsoin
A= Psoin IT P (14)
s L IPsonm
A= Psoin 9PA P.T (15)
X
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Fig. 4 Moving differential control volume used to derive the
mass and energy balances at the SLSI
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Buoyancy forces resulting from both temperature and concen-
tration differences across the boundary layer are included in the
definition of the Grashof number and the dimensionless gioup
represents their relative importance. The valud&lag about 0.5—
0.75 at the beginning of the sodium sulfate deposition experi-
ments, but it can not be estimated for the potassium sulfate ex-
periments because the required species expansion coefficient data
do not exis{6]. As time increased\ decreases because a smaller
fraction of the total natural convection driving force is provided
by the concentration difference across the boundary layer. At
steady state conditions, the temperature of the SLSI equals the
solubility temperature corresponding to the salt concentration in
the bulk solution and, thud\ equals zero.

Rayleigh Numbergbased on the diameter of the SL.$ér the
present experiments range from’1® 1C°. Since transition to
turbulence is well known to occur at Rz 10°, the flow may be
assumed to be laminar. Furthermore, the problem may be treated
as quasi-steady because the characteristic velocity in the boundary
layer in the direction normal to the SLSI is much larger than the
velocity at which the SLSI grows radially outward. The former
velocity (V) scales asrRgy** (1/4)/D. At the beginning of the
deposition experiments, Bais of order 13 and V is of order
10 % m/s; whereas the velocity of the SLSI is of order
5*10 % m/s, or about 20 times smaller. The characteristic value
of the advective velocity in the boundary layer induced by mass
transfer may be determined by scaling the overall mass balance at
the SLSI(EqQ. 4). It is two orders of magnitude smaller than the
characteristic velocity in the boundary layer normal to the SLSI
[6]; therefore, the effects of mass transfer on the quasi-steady
velocity field in the boundary layer may be ignorgdlterna-
tively, if the boundary layer is modeled as a stagnant film and a
blowing factor is calculated to correct for the effects of mass
transfer on the quasi-steady velocity field, it is found that the mass
transfer coefficient is changed by less than 1 pergdfinally,
examination of representative Nusselt number correlations for
natural convection along a vertical flat plate and horizontal cylin-

€der shows that both may be applied to either geometry with rea-
sonable accuracy provided that the proper length scale is chosen.
The well accepted correlation of McAdani9], for example,
states thaiNu_=0.59 Ra ** 1/4 for 10’<Rg <10° and, when
7D/2 is substituted fot in both theNu, and Ra numbers, the
result is thafNup =0.53Rg** 1/4. This compares favorably with
the correlation suggested by Morgan which states Nag
=0.48Rg** 1/4 for 1<Rg <10’ based on a critical review of
the literature[10]. Moreover, the analysis by Lienhaftll] pro-
vides an explanation of why the ratio of Nu/Ral/4 is the same
to within a few percent for laminar natural convection of wholly
immersed bodies in general and suggests that this ratio may be set
equal to 0.52 for all geometries provided the proper length scale is
used. The procedure adopted here has been to use the results for
an isothermal vertical flat plate and to set the plate height equal to
half the perimeter of the cylinder.

Gebhart and Perid 2] provide the local Sherwood and Nusselt
numbers for(laminar) double-diffusive natural convection on a
vertically oriented, isothermal and constant concentration flat
plate as

Sh= % Gri4 (16)
Nu, = % Gri 17

where the quantities-C’(0) and —¢’(0) are tabulated as a
function of Pr, Sc, andl. Gebhart and Pera’s results apply when
the density difference across the boundary layer is small compared
to bulk solution density, i.e.Ap,_;/pp=<0.1, which is true at
conditions of interes{6]. Approximating the SLSI as a vertical
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flat plate of heightzD;/2 in order to estimate the mean Sherwood 2.5 Overall Formulation

and Nusselt numbers, the mass and energy balances become . . .
o 2.5.1 Numerical Solution ProcedureThe material balance

dm 24 D; (Eq. 22), the relationship between the SLSI diameter and the mass
i~ KaD 1+ 20 [(B(Ti—Ty) of salt deposited on the heated cylingEg. 23), and the solubility
relationships were used to eliminatg,, D;, and w;, respec-
+ psoinB* (0;— wp)) Y w,— ;) (18) tively, from the mass and energy balances at the SEgk. 18

and 19, respectively Given the initial condition that the mass of
salt on the heated cylinder equals zero at time equals zero, the
resulting forms of the mass and energy balance equations contain
. 14 two unknowns, namelgm/dt andT, . To begin the solution pro-
*psomB” (0= wp)) " (Ti=Ty)  (19)  cess for the mass of salt deposited on the heated cylinder as a
where function of time, the mass and energy balances are recast into the
form f(dm/dt,T;)=0 andg(dm/dt,T;)=0 and simultaneously
solved fordm/dt andT; at time equal to zero. Since these equa-
tions are nonlinear in botdm/dt and T;, an analytical solution
was not possible. The Newton-Raphson procedure was used to
gl numerically solve fordm/dt and T, at each time step. The re-
2 (21) quired Jacobian matrices in the Newton-Raphson method were
) ) computed analytically and are provided by Hodesg and the
Some care must be exercised when computing the parameteSRTRAN 77 subroutine by Press et fl3] was used for all
Ka andKg. The thermophysical propertieg,,, Dag, k @andv  computations. When either of two convergence criteria were met,
do not change significantly during the deposition period and maye solution fordm/dt and T; was considered to be converged.
be treated as constants. The parametes’(0) and —¢'(0), The first convergence criterion was that the sum of the absolute
however, are functions of Pr, Sc, ahd At relevant conditions, values for corrections illm/dt and T; for a given iteration was
representative values for Pr and Sc are about 1 and 4, respectiviglys than 0.0001. The second criterion was that the sum of the
for agueous sodium sulfate solutions and 2 and 5, respectively, foagnitudes of the function§dm/dt,T;) andg(dm/dt,T;) in a
aqueous potassium sulfate solutid6d. (These moderate differ- given iteration was less than 0.0001. After the valueswf/dt
ences in Pr and Sc do not significantly affect the values ahdT,; were determined at time equal to zero, the mass of salt on
—C’(0) and—¢'(0).) N is about 0.5-0.75 at the beginning ofthe heated cylinder during the next time step was calculated from
the sodium sulfate deposition experiments, decreases by aboud®/dt and the procedure repeated until steady-state conditions
percent during the course of a run and equals zero at steady staere reached. The foregoing solution process is subsequently re-
Conveniently, inspection of the Gebhart and Pera results shofegred to as the deposition rate formulati@RF) and it is noted
that both—C’(0) and— ¢’(0) are relatively weak functions of that it does not contain any adjustable parameters.

N. For example, at Pr equal to 0.7 and Sc equal to 5.0, changing 5 2 Numerical Uncertainty. All computations were per-

N from —0.5 to 2 causes-C’(0) and —¢'(0) to decrease by formed in single precision with éuniform) time step of 0.5 sec-
only 19.3 percent and 24.3 percent, respectively. Thus, for tdids. Decreasing the time step to 0.25 seconds in a selected run
purposes of calculating{, and Kg, —C’(0) and —¢’(0) are produced no discernible difference in the resulting plot of the
assumed constant. Characteristic values for Pr, ScNaade as- mass of salt deposited versus time; therefore, the 0.5 seconds time
sumed to be 0.7, 5 and 0.5 respectively for all computations. Witlep was considered sufficiently small. For a selected set of com-
these assumptions; C'(0) and — ¢’(0) are equal to 1.11689 putations, both of the convergence criteria in the Newton-Raphson
and 0.46880, respective[jt2]. method were reduced from 0.0001 t&10 8 and the computa-
tions were performed in double precision. Since there were no
concentration in the bulk solution; therefore, it does not equal t discerible differences in the mass of salt deposited plotted as a

. . e (- ction of time, the former criteria were considered to be suffi-
in the inlet stream except at steady state conditions. If it is a&'ently small

sumed that the bulk solution is perfectly well mixed, the salt con- '

centration in the bulk solution equals that in the exit stream which 2.6 Asymptotic Behavior. Since there is no deposition at
may be determined from a material balance. Since the materaady-state conditions, natural convection is driven exclusively
capacitance of the test cell is negligif], it follows that: by the temperature difference between the SLSI and bulk solution.
Thus the energy balan¢&q. 19)becomes:

14D
AL

dm
7P+ i Haiss™ KgD{*

d (B(Ti—Tp)

1/4

~, g
Ka=0.84216—C(0))psoiDasmL| — (20)

Kg=0.84216— ¢'(0))kmL

2.4 Auxiliary Relationships. Deposition depletes the salt

1 dm 22)
Wp= Wiy~ =
b " Msoin dt
Calculation of the deposition rate requires an expression for the _ 304 Dic| 14 5/4
position of the SLSI as a function of the mass of salt deposited. 7P=KgDP| 1+ aL B(Ts=Th) (24)
This can be determined from the Hodes ef &].measurements of
the salt layer porosity and the density of the precipitatsalid)
salts. The result is that and it may be used to calculate the steady-state SLSI diameter
am (Di.). The thermodynamic and transport propertiescept3*
D= Di20+ (=) (23) andDpg) of the solution influenc®;.. becaus&y is a function
psmL(1=¢) of —¢’(0) which, in turn, depends on these properties, albeit
whereD, is the diameter of the heated cylinder. often weakly. The variables k3, T,,, and P and the solubility

At the SLSI, concentration and temperature are related by theundary most strongly influend®;,.. The time required to es-
solubility correlations given by Hodes et &6] in the formwg, tablish steady-state conditions does not depend on the relevant
=f(Ts,) Since the system pressure is constant. Since these com@riables in the same manner as the steady-state SLSI diameter
lations are not valid at very low salt concentrations, they prediand, additionally, it depends of8* and D,z . For example, the
negative salt concentrations at sufficiently high temperatureteady-state SLSI diameter is independent of the diffusion coeffi-
When this happens, the salt concentration at the SLSI is set eqciaht, but, as shown below, doubling the diffusion coefficient sig-
to zero. nificantly decreases the time required to reach steady- state.
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3 Estimation of Solution Properties 175
Since the temperature difference between the SLSI and the bulk

- Baseline: Dag = 0.25°10"7 m?/s and Hyges = 0 Jikg
- Dag =0.25'1077 m?/s and Hyes = -2.24*10° Jikg

solution is about 10°C at time equal to zero and monotonically 15 f DAB=0-25'10:: mzls and Hyg, = 2.24*10° Jikg
decreases with time, it is a reasonable approximation to assume Dag = 0.5010™" m’Ys and Hyes = 0 kg
constant solution properties and evaluate them at the film tem- ¢ Experimental Data

perature at time equal to zero. This holds even in the vicinity of 1.25
the pseudocritical temperature of wa(885°C at the system pres-
sure of 250 banyhere the properties are the strongest functions of
temperatur¢14]. (250 bar exceeds the critical pressure gfHy
13.2%, consequently, variations in properties near the critical tem-
perature of pure wate374°C), despite being large, are far less 075
dramatic than along the critical isobaEstimates of density, ther-

mal expansion coefficient, species expansion coefficient, thermal
diffusivity, binary molecular diffusion coefficient, and heat of dis- 05
solution of the aqueous salt solutions were possible as describec
below. The solutions were approximated as purg®©Hand the

3
E

NBS Steam Table$14] were used to determine the remaining 025

properties. Densities of aqueous sodium sulfate solutions were

computed from the model by Gallaghgt5] which applies the 0

equation of state developed by Anderko and Pi{Ad#] for the 0 2 4 6 8§ 10 12 14
NaCl-H,0 system above 573 K to the N&O,-H,O system based time [min]

on available, albeit somewhat sparse, experimental data. Thermal ) )

and species expansion coefficients were computed from these éuﬂs'-gmg"svﬁur:et%e[ls]og?udmpr:lﬂ:cgttidCn;ﬁzzn?fr;?:ndﬁ]p?ﬁgeﬁmI\gter-

sities. The thermal diffusivity and the binary molecular dlf‘fusmrz eam Is 4 wi%%. Includes sensitivity analysis on Hyee and Dag

coefficient have not been been measured in the aqueous salt solu-

tions at relevant conditions. However, Butenhoff et[4l/] mea-

sured both in aqueous sodium nitrate solutions at near- ) S ] ]

supercritical conditions. The Butenhoff et f17] measurements Shown as a function of time in Figs. 5 and 6. Relative to baseline

show that the thermal diffusivities of pure water and aqueog®nditions, for time scales on the order of the duration of the

sodium nitrate solutions are fairly close; therefore, the therm@kperiments, increasing the heat of dissolution from 0 to

diffusivity of pure water was used. The binary molecular diffusioR-24* 10° J/kg increases the predicted mass of salt deposited by

coefficients of sodium sulfate and potassium sulfate in water @lpse to 40 percent and decreasing it from 0-t@.24 10° J/kg

relevant conditions were assumed to equal 0186’ m%/sec decreases the mass of salt deposited by about 25 percent. An

based on the Butenhoff et 4lL7] data. Estimates for the heat oféxothermic precipitation procespositive heat of dissolutigrin-

dissolution were based on the values reported by Zayfis8y Ccreases the heat rate at the SLSI Hydm/dt. Hence it in-

for sodium sulfate and potassium sulfate in water at elevatéfeases temperature and decreases concentration at the SLSI. This

temperatures. results in an increase in the deposition driving force and, thus, the
deposition rate. Analogously, for an endothermic precipitation

4 Results process the mass of salt on the heated cylinder as a function of

4.1 Sodium Sulfate. The predicted mass of salt on the
heated cylinder as a function of time for the set of runs in whic" 40
the sodium sulfate concentration in the inlet stream was 4 wt%
shown in Figs. 5 through 8Figures 5 and 7 are for the first 15
minutes of deposition and Figs. 6 and 8 extend to steady ssfate.
sensitivity analysis onH giss, Dag, 8%, Ty, ande) is performed
relative to a baseline case which uses best estimates of all vi 39 |
ables as these are the variables contributing the most uncertai
The baseline heat of dissolution is set equal to zero because of
uncertainties associated with its estimation. The baseline bine 25|
molecular diffusion coefficient is set equal to 0:2® 7 m?/sec —
as discussed above. The baseline species expansion coefficie 2 ,,
set equal to-0.004 ni/kg based on densities determined from thig
Gallagher mode[15]. The baseline bulk solution temperature it
set equal to that characterizing the end of the runs. Finally, t| 15
baseline porosity is assumed to be 2/3 based on porosity vali
measured in the deposition experimd@$]. Plots of the mass of

35

salt on the heated cylinder versus time for the baseline case ¢ 10

for perturbations in the heat of dissolution and binary molecul: Baseline: Dpg = 0.2510~7 m2/s and Hyeg = 0 Jikg
diffusion coefficient are provided in Figs. 5 and 6. The experimel 5 D = 0.25°10™7 m?s and Hygg = ~2.24*10° Jkg

tal deposition rate data are shown in Fig. 5. The baseline pred Dag = 0.25"1077 m?/s and Hygg = 2.24*10° Jkg ~mwvsen
tions agreed with the experimental data to within 20 percent wh Dag = 0.5010”7 m¥s and H g, = 0 Jkg ——

the concentration of sodium sulfate in the inlet stream was 4 wt¢ 0
Extrapolation of the ZaytseM 8] heat of dissolution value@t

infinite dilution) to the film temperature characterizing the runs ii.

which the Concgntratlon of sodium sulfate in the ml.eF Stream Wia—lsg. 6 Predicted mass of salt deposited on the heated cylinder

4 wt% results in a value of-2.24 10° J/kg. (Precipitation IS versus time when the concentration of sodium sulfate in the

endothermic.)The predicted mass of salt on the heated cylindéfiet stream was 4 wt% extended to steady-state conditions.

when the heat of dissolution equals 0 and.24 10° J/kg is Includes sensitivity analysis on  Hgss and D4 .

0 2000 4000 6000 8000 10000 12000
time [min]
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15

e, Baseling: Tq = 3576 °C, ' = ~0.004, 0.= 213 and deposition rate increase, the depletion of salt in the bulk so-
e Ty = 356.0°C, f = ~0.004, ¢ = 213 lution becomes more _pronounced an(_JI this causes a red_uctlon in
e Ty = 357.5°C, B = 0.00, ¢ = 23 thg mass transfer driving force. Doubling the binary Fjlﬁu5|on co-

Tg =357.5°C, B’ = ~0.004, ¢ = 0.85 efficient increases the mass of salt on the heated cylinder by about
e Experimental Data 40 percent for time scales on the order of the duration of the
experiments and steady-state conditions are achieved about 10
percent faster.

Changing the species expansion coefficient freth004 ni/kg
to zero increases the mass of salt on the heated cylinder as a
function of time as shown in Figs. 7 and 8. This is an example of
weakened transport increasing the deposition rate as elucidated by
Hodes et al[5]. Changing the species expansion coefficient from
—0.004 ni/kg to zero reduces the transport coefficients corre-
sponding to a given temperature difference between the SLSI and
the bulk solution. Thus, a larger temperature difference across the
boundary layer is required to remove the heat at the SLSI. This, in
turn, increases the mass transfer driving force. The net effect of
the reduced mass transfer coefficient and increased mass transfer
driving force is an increased deposition rate. Thus the mass of salt
00 5 . p p 10 12 12 on the heated cylinder as a function of time increasdiseit by
only a few percentjelative to the baseline case until steady-state

0.5

0.25

time [min o ; e
[min] conditions are established as shown in Fig. 8.
Fig. 7 Measured [1] and predicted mass of salt deposited ver- The mass of salt on the heated cylinder as a function of time
sus time when the concentration of sodium sulfate in the inlet and at steady-state conditions is strongly influenced by bulk solu-
stream was 4 wt%. Includes sensitivity analysis on Tz, p*, tiontemperature and porosity as shown in Figs. 7 and 8. The bulk
and ¢. solution temperature at the beginning of the runs in which the

sodium sulfate concentration in the inlet stream was 4 wt% was
355°C and increased to about 357.5°C by the end of each run. The
time decreases relative to the baseline case. The importance oftgteperature difference between the SLSI and the bulk solution is
heat of dissolution diminishes with time because the magnitude @out 10°C during the experiments and it is a modest function of
H g dM/dt decreases and the mass of salt on the heated cylindlee bulk solution temperature. However, lowering the bulk solu-
at steady-state conditions is independent of the heat of dissolutitinn temperature from 357.5°C to 355.0°C substantially decreases
Finally, the time required to reach steady-state conditions istlae amount by which the SLSI temperature exceeds the solubility
weak function of the heat of dissolution. temperature corresponding to the concentration of salt in the bulk
The remaining curves in Figs. 5 and 6 show the effect of dogelution. This substantially lowers the mass transfer driving force
bling the binary molecular diffusion coefficient on the depositioand the mass of salt deposited on the heated cylinder as a function
rate. Although the mass transfer coefficient is roughly propoof time. For time scales on the order of the duration experiments,
tional to the binary molecular diffusion coefficient, the depositiothe predicted mass of salt on the heated cylinder is reduced by a
rate is not. This is largely because, as the mass transfer coefficiator of about 1/3 when the bulk solution temperature is lowered
from 357.5°C to 355.0°C. Decreasing the bulk solution tempera-
ture from 357.5°C to 355.0°C also reduces the mass of salt on the

50 Baseline: To = 357 5°C. B = 0,008 0 = 213 heated cylinder at steady state conditions from about 38 grams to
aseline: TB:355'0°C' g,:_0-004-$;2/3 about 6 grams, a more than sixfold effect, and drops the time
45 B e e required to reach steady-state conditions by an order of

Tg =357.5°C, B = 0.00, ¢ = 2/3 wwmemeom

_ om " _ magnitude.
40 f Tp=357.57C, B =-0.004,0=0.85 When the porosity of the salt layer is increased, less salt mass

corresponds to a given SLSI diameter. The steady state SLSI di-
ameter is independent of porosity; therefore, increasing porosity
reduces the mass of salt on the heated cylinder at steady-state
conditions. Increasing the porosity from 2/3 to 0.85 decreases the
mass of salt on the heated cylinder at steady sate conditions by
about 55 percent and the time required to reach steady state con-
ditions by a factor of about 2/3. However, for time scales on the
order of the duration of the experiments, increasing the porosity
from 2/3 to 0.85 causes the mass of salt on the heated cylinder to
decrease by only slightly more than 10 percent. As salt deposits,
the driving force for depositiond,,— w;) and mass transfer coef-
ficient are reduced, but the area available for deposition increases
and, for time scales on the order of those in the experiments, the
overall effect is modest. The measured porosity in the deposition
experiments ranged from about 60 percent to 80 pefdgnt

The predicted and measured mass of salt deposited on the

° 2000 4000 6000 8000 10000 12000 heated cylinder for the runs in which the sodium sulfate concen-

time [min) tration in the inlet stream was 2, 4, 6, and 8 wt% are plotted

versus time in Fig. 9(One curve represents the results for the 2

Fig. 8 Predicted mass of salt deposited on the heated cylinder and 4 wt% inlet concentrations as the results are indistinguish-

versus time when the concentration of sodium sulfate in the able.)The amount by which the bulk solution temperature at time

inlet stream was 4 wt% extended to steady-state conditions. equal to zero was below the solubility temperature corresponding
Includes sensitivity analysis on Tz, B*, and ¢. to the salt concentration in the inlet streatT_,,) monotoni-
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Fig. 9 Experimental data and predictions for all of the sodium

sulfate deposition experiments.  (One curve represents the re-
sults for the 2 and 4 wt% inlet concentrations as the results are
indistinguishable and the same “envelope boundary” pragmati-
cally bounds the predictions for all the experiments. )

Fig. 10 Experimental data and baseline predictions for the po-
tassium sulfate deposition experiments

up to about 25% higher than the envelope boundary and those at 8

cally increased from 3.8 to 6.4°C as the salt concentration in tHg% are up to about twice the upper bound of the envelope. A

inlet stream increased from 2 to 8 wt%. Despite this fact, the DRRJICal explanation for the discrepancy between the predictions

predicts that the mass of salt on the heated cylinder as a funct@fl data is that deposition inside the PSL becomes more impor-
of time is essentially independent of the inlet condition as show@nt as the concentration of salt in the inlet stream increases as
in Fig. 9 for baseline conditions. If the solubility boundary werdliscussed below.

linear, increases i Ts_p,, with salt concentration would cause 47 potassium Sulfate. The potassium sulfate results are
the deposition driving force to substantially decrease. Howevehoyn in Fig. 10. Whereas in the sodium sulfate deposition ex-
the magnitude of the slope of the solubility curve for theyeriments the temperature difference between the solubility tem-

N&,SO,/H,O system at 250 bar decreases with increasing s@ltrature corresponding to the salt concentration in the inlet stream

concentration and thus the concentration difference correspondifigy the bulk solution temperaturd Ts_p,) varied, it was held

to a given temperature difference increases with increasing §@nstant at 7°C in the potassium sulfate deposition experiments
dium sulfate concentration. At baseline conditions, th8tial) (6] Moreover, because the solubility boundary is linear for the
dr_|vmg force for deposmon_at the SLSbulk salt concentration potassium sulfate-water systdisi, it might be expected that the
minus SLSI salt concentratiprequals 1.4, 1.5, 1.5, and 1.6 Wt%genosition rate at the SLSI should not vary with inlet concentra-
for the experiments in which the salt concentration in the inlgfyn The DRF, however, predicts that the mass of salt on the
stream was 2, 4, 6, and 8 wt%, respectivelhermodynamic and peated cylinder as a function of time is a substantial function of
transport properties also varied with the inlet conditions. The ngfe injet condition because of variations in thermophysical prop-
effect is that the DRF predicts that the deposition ratépi8g- erties. For example, the heat capacity of pure water drops from
matically)independent of the inlet condition for time scales on thgg 53 1o 11.84 kJ/kg between the film temperatures characterizing
order of the duration of the experiments. __the experiments for which the concentration of potassium sulfate
The. precedlng sensitivity analysis shpwed that the Pred'Ctﬁﬁjthe inlet stream was 2 wt% and 8 wt%, respectively. Thermo-
deposition rate decreased the most relative to the baseline Caﬁ?n&ﬁsical property variations are more important in the potassium
the bulk solution temperature were lowered to that at the begigyifate experiments than in the sodium sulfate experiments be-

ning of the run and increased most if the binary molecular diffysase potassium sulfate precipitates closer to the pseudocritical
sion coefficient were doubled. Hence only the bulk solution eMamperature of water at 250 bar.

perature and binary molecular diffusion coefficient are examinedthe sensitivity analysis for the predictions of the potassium
in the sensitivity analysis for sodium sulfate deposition at differeqtirate deposition experiments is provided by Hoffs As with
bulk concentrations. The results are shown in Fig. 9. For eagfqiym sulfate deposition, when the concentration of salt in the

inlet condition, the deposition rate changes by approximately thi@et stream is 2 and 4 wt%, the data fall almost within the bounds

same magnitude when the bulk solution temperature is lowergflihe sensitivity analysis. When the concentration of potassium

from that corresponding to the end of the run to that corresponglyifate is 6 and 8 wt% in the inlet stream, deposition inside the
ing to the beginning of the rufabout 3°C)and when the binary pgy is again a logical explanation for the discrepancy.
molecular diffusion coefficient is doubled. Thus only one set of

curves is included in Fig. 9 to represent the entire sensitivi .

analysis. For times on tﬁe order OF; the duration of the expeg- Transport Inside the Porous Salt Layer(PSL)

ments, lowering the bulk solution temperature decreases the mas®nce salt accumulates on the heated cylinder, the regions sur-
of salt on the heated cylinder by about 1/3 and doubling the difeunding it contain various combinations of solid salt, pure water
fusion coefficient increases it by about 40 percent. The data cald aqueous salt solution as delineated in Fig. 11. Adjacent to the
lected at salt concentrations of 2 and 4 wt% in the inlet streasurface of the heated cylinder a region may exist which contains
almost fall within the bounds of the sensitivity envelope. Whengolid salt andessentially)pure water. Solubility data reported by
the concentration of salt in the inlet stream is 6 wt%, the data aR®gak and Teshimf2] show that, at a pressure of 250 bar, so-

1034 / Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Boundary Layer-Bulk Solution Interface Solubility Line
SLSI Heated Cylinder Surfaces'l'emspelrat‘ll{re v
Solid Salt + Pure Water-Solid Salt Plus Solution Interface T Temperature Corresponding to Zero Salt Solubility ¢
. . HC Y —!
Hot Finger Surface-Solid Salt + Pure Water Interface SOl T B oo o hon
Bulk Condition e
<—Bulk Solution A opgL
g BOUNdary Layer Solution
To 4
A @y
T
T
TS
Ty
Solid Salt + Solid Salt +
Solution Pure Water o; o wp

Fig. 11 Idealized boundaries between regions containing vari-
ous combinations of solid salt, pure water and aqueous salt
solution surrounding the heated cylinder

Fig. 12 Driving forces for deposition at the SLSI and in the
PSL

dium sulfate becomes essentially insoluble in water for tempera-

tures in excess of the pseudocritical val85°C). During the PSL pertains to a volume in which diffusion is probably the domi-
experiments when the inlet stream concentration of sodium sulfatant transport mechanism. Finally, for the innermost region of the

was 4 wt%, for example, the surface temperature of the heate8L, the driving force for deposition igssentially)zero.

cylinder reached about 390°[2]; therefore, a mixture of solid The analyses performed earlier suggest that, during all the ex-
sodium sulfate andessentially)pure water was present adjacenperiments, the concentration of salt in the bulk solution ap-
to the heated cylinder. Similar arguments may be made for tpeoaches that in the inlet stream and the concentration of salt at
potassium sulfate-water system. Beyond the radius at which tethe SLSI is about 2 wt% less than that in the bulk solution. Mea-
perature equals that corresponding to essentially zero salt solubilrements of the heated cylinder surface temperature profile dur-
ity, lies a region containing a mixture of solid salt and aqueousg selected deposition experiments show that it reaches or ex-
salt solution. This region ends at the SLSI, beyond which solekeds the temperature corresponding to zero salt solubility. It
salt is no longer present. Beyond the SLSI, the concentration foflows that, in general, the driving force for deposition at the
salt in solution increases to that in the bulk. The boundary lay&LSI equals roughly 2 wt% and the deposition driving force in the
around the SLSI is idealized as a thin annulus in Fig. 11 whereBSL equals roughly the inlet stream concentration minus 2 wt%.
the true boundary layer thickness igraodestly)increasing func- For example, in the experiments for which the concentration of
tion of y and a plume forms towards the top of the cylindersalt in the inlet stream is 4 wt%, the driving forces for mass

Outside the boundary layer region, i.e., in the bulk solution, thteansfer to the SLSIAC,_;) and within the PSLAC; pg)) are

concentration of salt in solution is assumed to be uniform. both approximately 2 wt%. In general, the driving force for depo-
An examination of the deposition driving forces present withisition at the SLSI is, to a first approximation, independent of the
the regions surrounding the heated cylinder delineated in Fig. @ééncentration of salt in the inlet stream, but the driving force for
elucidates the importance of deposition within the PSL. The butleposition within the PSL is not. Deposition rates at the SLSI
solution temperatureT(,), the solubility temperature correspond-were computed earlier and compared to experimental data; how-
ing to the concentration of salt in the bulk solutiofy), the SLSI ever, deposition inside the PSL was neglected. The foregoing dis-
temperatureT;), the temperature corresponding to zero solubilitgussion suggests that deposition within the PSL increases with the
(T,) and the heated cylinder surface temperatufgc) are concentration of salt in the inlet stream, but the deposition rate at
shown on a temperature-composition diagram in Fig. 12 for ahe SLSI is essentially constant. Hence, it is not surprising that the
arbitrary set of operating conditions. The driving force for salieposition rate predictions agreed better with the experimental
deposition at the SLSI equals the salt concentration in the budlata when the concentration of salt in the inlet stream was 2 and 4
solution (w,) minus that at the SLSI«;) as shown. The driving wt% than when the concentration of salt in the inlet stream was 6
force for deposition within the region containing solid salt andnd 8 wt%. The experimentally measured deposition rate in-
aqueous salt solution is more complex. At the outer boundary afeases monotonically with the concentration of salt in the inlet
this region the concentration of salt in solution corresponds to thetteam and this is also consistent with the results of this section.
at the SLSI,pgw; . At the inner boundary of this region, the Throughout this discussion, we have, for simplicity, depicted
concentration of salt in solution equdksssentially)zero. Thus, a the SLSI as though it were a sharp interface. In truth, that cannot
representative mass transfer driving force for this region is simplye the case and the porosity must be very high at the edge of the
w; as shown in Fig. 12. However, the surface area available fenvelope which contains all of the solid salt. Indeed, there may be
deposition inside the PSL is important, but unknown. The drivingdditional natural convection within this highly porous region just

forces for deposition at the SLSI and within the PSL pertain tthelow” the SLSI. It is likely that processes in this region are

two very different types of transport problems. The driving forceimilar to those described by others in the context of the solidifi-

for deposition at the SLSI is used to compute the rate of transpegtion of metals(See, for example, Davigl9] or Beckermann
by natural convection. The driving force for deposition inside thand Viskantd 20].)
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6 Implications on Scale Control in SCWO

Several techniques developed for scale control during SCWO
rely on periodically removing salts deposited in the reactor. For
example, Modell et al.21]controlled scale in a tubular reactor by
periodically sending a mechanical device, e.g., a bristle brush or
metal ball, through it to remove deposited salt. Periodic flushing
of SCWO reactors with pure water at a temperature low enough to

X xS -

i
”

redissolve deposited salts is another common technique used to ’

control scale during SCW(B]. When applicable, predictive mod-

els for deposition rates in SCW, e.g., that developed here and that 7

by Rogak and Teshimp4] for turbulent forced convection in a

tubular reactor, are useful in such scale control strategies to deter?soin

mine how often deposited salts must be removed. An important
implication of the comparison between the current model and ex-
perimental data, however, is that, until predictive models account
for salt deposition in the porous salt layers formed in SCWO
reactors, the models will not be adequate for predicting when the
reactors need to be flushed. This will be especially true with re-

PA
PB

Ps
¢

time [s or min|

= temperaturg¢°C]
= internal energyJ/kg]

spect to the densification process that may take place within the?’ (0)=
PSL after a steady state scale thickness has been achieved. Denser® ~

material would presumably be more resistant to flushing.

7 Conclusions and Recommendations
A model for the rate of salt deposition by double-diffusive natu-

A
b
B

ral convection from aqueous salt solutions onto a cylinder heaténlk i
beyond the solubility temperature of the salt in the surroundingulk f
solution has been developed. The model accounts for the deposi- e

tion rate at the salt layer-solution interfa¢gLSl) formed on the

cylinder, but does not account for deposition which may occur HC

inside the porous salt layéPSL). Dissolved salt is transported to
the SLSI by molecular diffusionwith advection)and subse-

i
in

quently nucleates heterogeneously there. The model is applied to o

the experimental deposition rate data acquired by Hodes et al.
[5,6]. The ratio of the predicted deposition rate to the measured

values ranges from 0.5 to 2 allowing for realistic uncertainties in sat

the variables input into the model. Omission of deposition inside
the PSL in the model is thought to be largely responsible for the
discrepancy(when presentpetween the model and the experi-

S
S

[e'e]

velocity [m/s]

direction perpendicular to salt layer-solution interface
position of SLSI[m]

internal energy flux at SLYW/m?]

volumetric thermal expansion coefficigrit/K]

species expansion coefficigm®/kg]

fraction of power supplied to heated cylinder driving
deposition

density of aqueous salt solutigkg/m®]

density of salt component in aqueous salt solution
[kg/m]
densi
[kg/m]
density of solid salfkg/m®]

porosity

dimensionless parameter defined by Eq. 17
mass fraction of salt

of water component in aqueous salt solution

SUBSCRIPTS DESCRIPTION

salt component of solution

bulk condition

water component of solution

initial bulk condition

bulk condition 2 minutes before end of run
time when material capacitance of cell becomes
unimportant

heated cylinder

salt layer-solution interface conditidiSLSI)
inlet

time equal to zero

solubility

salt

saturation

steady state condition

mental data. Hence, it is recommended that future investigatd®eferences
focus on experiments and analyses which might elucidate thi1] shaw, R. w,, Biil, T. B., Clifford, A. A., Eckert, C. A., and Franck, E. U.,

1991, “Supercritical Water: A Medium for Chemistry,” Chemical and Engi-
neering News26, Dec. 23, pp. 26-39.

process.

Nomenclature

—C' = dimensionless parameter defined by Eq. 16
Dag = binary molecular diffusion coefficiedtn®s]
D; = salt layer-solution interface diametgn]
g = acceleration due to gravifyn/s]
Gr = Grashof number
h = (mean)heat transfer coefficient coefficieftv/m?-K]
h = enthalpy[J/kg]
h, = (mean)mass transfer coefficiefim/s]
Jij = mass diffusive flux of component i in j direction
[kg/m?P-s]
K, = constant defined by Eq. B&g/(sm’4)]
Kg = constant defined by Eq. kgm?¥(s® K)]
L = length of heated cylindgm]
m = mass of salt on heated cylinde]
mg; = mass of salt in differential control volunj&g]

m. = mass flux of salt deposited at SLBg/n?s]

Mson = mass flow rate of solution through test cedb/sec]
N = dimensionless buoyancy parameter
Nu, = local Nusselt number
P” = heat flux on heated cylind¢w/m?]
Pr = Prandtl number
q" = heat flux[W/m?]
Ra = Rayleigh number
Sc = Schmidt number
Sh, = local Sherwood number
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Ultra High Critical Heat Flux
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mamonamrrs. | JFANSTEF With an Impinging Jet
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1 Honjo-machi,
Saga city, 840—8562,Japan An ultra high critical heat flux (CHF) was attempted using a highly subcooled liquid jet
impinging on a small rectangular heated surface of length1® mm and width 4 mm.
Masanori Monde Experiments were carried out at jet velocities of 60 m/s, a jet teerature of 20°C
e-mail: monde@me.saga-u.ac.jp and system pressures of 0.1:3 MPa. The degree of subcooling was varied from 80 to
Professor, 170 K with increasing system pressure. The general correlation for CHF is shown to be
Department of Mechanical Engineering, applicable for such a small heated surface under a certain range of conditions. The
Saga University, maximum CHF achieved in these experiments was 211.9 ¥\Weécorded at system
1 Honjo-machi, pressure of 0.7 MPa, jet velocity of 35 m/s and jet subcooling of 151 K, and corresponds
Saga city, 840-8502, Japan to 48% of the theoretical maximum heat flux proposed by Gambill and Lienhard.
[DOI: 10.1115/1.1621899
Keywords: CHF, Boiling, Cooling, Heat Transfer, Jets, Phase Change
1 Introduction vapor flow can be eliminated by introducing an artificial device,

: the CHF may approac . Several attempts have been
_As technology progresses, heat management, partlcularly_coé\éde in this ?/einppincluggaxﬁaé use of a small ﬂeater with high
ing, is becoming increasingly important. For example, highy ass flux and subcooled liquid flop®—7], a swirl tape inside a

energy systems with high-density heat generation such as a b (8], and a subcooled liquid jet fioi©,10], and all have

verter plate in a fusion reactor or a target plate in a protof ectively enhanced the CHF.

accelerator require reliable cooling systems. The heat flux in suc P . -
ariai et al.[5] and Kureta et al6] studied the characteristics
?g;t:zgz :gan?;?; ttr?:nolrggrl\?\flv%‘ro'm'\?r\{z /E?Sre(:a?hzepg)r(f‘::) ?ﬁ:ggctgof the CHF for flow boiling of subcooled water in a small tube
h " - ) . nder atmospheric pressure. Nariai et al. achieved a maximum
or operating conditions of such high-energy apparatus is stron YiF of 65 MW/n? with an inner tube diametet, of 1 mm, tube

dependent on the upper limit of cooling, that is, the critical he .
; . ; ngth of 10 mm, mass flu@ of 2x 10* kg/m?/s, and inlet sub-
flux (CHF). Therefore, increasing the maximum heat flux Ievi?2 0ling ATp; of 80 K. Kureta et al. reached 158 MWAander

that can be handled by cooling systems, and determining the X o = a -
per limit CHF are topics of intense interest. L;anar conditions @i=1mm, ATsp=90K, G=1.9

Gambill and Lienhard1] showed the theoretical upper limit of % 10° kg/mzlsg with a shorter tub€s mm). Kureta's result corre-
heat transmission with phase change assuming that vapor nmioNds t0 70% Ofpaxmaxand is the highest recorded CHF rela-
ecules behave as a Boltzman-Maxwellian gas, which is a reasd€ {0 dmaxmax Mudawar et al{8] measured the CHF for vertical
able approximation at low reduced pressure, and neglecting cSiibcooled flow boiling in a small direct-heated tube and reached

densation on the liquid-vapor interface. The theoretical maximuﬁie highest absolute CHF of 274 MWirasing a tube with inner
heat fluxga, macdetermined in that study is given by iameter of 0.5 mm and length 5.5 mm, with inlet subcooling of

244 K, liquid mass flux of 19kg/m?/s (corresponding to a mean
— f velocity of 98 m/s), and inlet pressure of 5.8 MPa. Monde et al.

Omax ma™= Py VRTA27TM) ) [9] and Inoue et al[10] investigated the CHF of boiling sub-
where pg, hyg, R, andM are density of vapor, latent heat ofcooled impinging jet flow and showed that impinging jet cooling
evaporation, universal gas constant and mass of molecular, respe@ very effective method for enhancing the CHF. Monde et al.
tively. T is the equilibrium gas temperature and taken as the saf@ also proposed a generalized correlation for the CHF, as given
ration temperature. This equation can be easily proved basedkynh
the above assumptions and statistical thermodynafiic#\s the

saturation temperatur€ increases nonlinearly with system pres- 1+V1+4CJ

" ; . N a
sureP, Omax maxincreases sharply witR. For example, evaluating e ZTNCTALNE 2
OmaxmaxfOr water at 0.1 and 0.5 MPa gives very large heat fluxes Gco 2

of 223.4 and 994.2 MW/R) respectively. However, most CHF

values obtained so far in boiling heat transfer experiments amhereq. and Ja give the CHF of a subcooled impinging jet and

about 10% Oftfmax max- Jacob numberg., and C are the predicted CHF with a saturated
It is known that the CHF is governed by the hydrodynamics afmpinging jet and the constant given by the following generalized

liquid-vapor flow in the vicinity of a heated surfa¢8]. For ex- correlations of Eqs(3) and (4), respectively. This equation is

ample, Haramura and Katfd] proposed a hydrodynamic modelapplicable for subcooled impinging jet cooling within a density

to predict the CHF in which the critical film thickness of a macraatio p,/p4 of 8.8~1605, a jet velocity of 5~34 m/s, subcool-

liquid layer beneath a coalescent bubble is completely consumiad AT, of 0~115 K, and a ratio of the characteristic diameter

by evaporation within an interval of liquid supply. Given thisof the heater and jet diametBy/d of 20—30.

model, if the limitation of liquid supply due to the bubble or the

Jeo 20 0.343
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Fig. 1 Relationship between heat flux and current for various ___m: ]{547
materials and sizes of direct heated rectangular surface ,_@

Cooler ’4 A
0.95d/D)?(1+D/d)°364 2S
C= 0.4 2/ _))0343 (4) X
(p11pg)** 20/ pu*(D—d)) ~
Equation(3) is applicable to &, /p4 of 5.3~1603, an inverse > 6 ~

Weber number @&/p,u?(D—d) of 2x10 7 to 10 3, andD/d of
5"“30. The ChaI’aCteI’IStIC dlamelﬁrrepl’esents tWICG the dlstanCeF|g 2 Schematic of experimental apparatus (1 Pressure ves-
between the stagnation point and the furthest point from it on tlael, 2. Heated surface, 3. Circular nozzle, 4. Cooler, 5. Filter, 6.
heated surface affected by the jet. Using only the characteristiow-pressure pump, 7. High-pressure pump, 8. Pressure trans-
diameteD, Eq.(2) is capable of predicting the CHF for any shapelucer, 9. Strain meter, 10. Multiplexer, 11. Ice box, 12. Digital
of heater or multiple impinging cooling jets. In the authors’ premultimeter, 13. GPIB interface, 14. Personal computer, 15. DC
vious study[11], Eq. (2) was verified for up to four jets. power supply, 16. Flow control valve, 17. Bypass valve, 18. Ni-

If Eq. (2) were valid beyond its applicable rangelfd, a CHF (rogen gas cylinder )
equal to0max maxcould be achieved d/d=2.5, a jet velocity of
40 m/s, subcooling of 80 K, and atmospheric pressure. These con-
ditions are not particularly severe, and can be realized experimenExperimental Apparatus. Figures 2 and 3 show the experi-
tally. The objective of this study is to attempt to obtain a higimental apparatus and the details of the heater and nozzle setup. A
CHF approaching the theoretical maximum heat fiy%, maxand  circular jet nozzle was set at the top of the pressure vessel facing
examine experimentally the extrapolation of the general correldewnward. The heated surface was mounted closely at 5 mm be-

tion Eq.(2) to smallerD/d. low the exit of the nozzle to prevent instability of the liquid jet
affecting the liquid flow on the heated surface. The centers of the
2 Experimental Apparatus and Procedure heated surface and the nozzle were carefully adjusted using a
. positioning jig. Liquid stored in the bottom of the pressure vessel
2.1 Experimental Setup. was supplied to the nozzle by a low-pressure pump and high-

Heated Surface. Even if a good heat-conductive material likePréssure pump in series, capable of a maximum velocity of 60
silver is used for a body that is heated indirectly by an externdl/S- The velocity was adjusted by a flow control valve and mea-
heater, a wall heat flux greater than 200 Mv%lgenerates a very su_re_d based on the pressure drop at the nozzle, and the_ rovx_/ co-
high temperature gradient exceeding 500 K/mm inside the heafg§cient of the nozzle was determined through nozzle calibration
body, and the highest temperature may reach the melting tempé%—ts; As the circulating liquid is continuously heate_d by friction
ture of silver. Only direct heating methods can avoid this problefSs in the pumps, part of the flow was bypassed via a cooler to
at such a high heat flux.

The heater design focused on determination of the optimum
material and electric conducting area of a rectangular heater S
(thicknessé,, X width W) under the constraints of a maximum Liquid supply
current of 1000 A at constant DC voltage and a moderate tempera- Flectrode
ture gradient across the heater thickness. Figure 1 shows the rela
tionship between heat flux and current for three materials, stain-
less steel, nichrome and nickel, for a range of thicknesses and
widths. Nickel requires the smallest cross-sectional area among
the tested materials to reach 200 MVW/mmder the limitation of
1000 A because nickel has the smallest specific electric resistance

The temperature difference across the heater was also calcu-
lated through one-dimensional steady heat conduction analysis
with uniform volumetric heat generation. For example, the tem-
perature differences at,=50 um andq=200 MW/n? are 487, . . ‘
383, and 140 K for stainless steel, nichrome, and nickel, respec- ‘ Heated surface |
tively. The temperature differences for stainless steel and (nickel foil)
nichrome, are too high. However, a nickel heater can achieve 200 \ ‘
MW/m? given a heater width of only 4 mm and thickness of 0.1
mm. Fig. 3 Experimental setup of heated surface and nozzle

I s ()

P
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Table 1 Experimental range

| Bakelite

: L 10 % Testing fluid Water
- — Diameter of nozzled, mm 2.0
Electrodes mm Jet velocityu, m/s 5,17, 35, 60
Jet temperaturg; , °C 20

System pressurB, MPa 0.1~1.0
Subcooling of jetA T, corresponding td®, K 80~170
Length of heated surfade, mm 5, 10

Width of heated surfac&/, mm 4

Ratio of characteristic diameter to jet diameieid 3.20, 5.39
Thickness of heated surfadg, mm 0.03, 0.05, 0.1, 0.3

4. The CHF was detected by a sudden cut in the electric current
due to breakdown of the heated surface. The heated surface
was renewed in each experiment.

The voltage increment was controlled based on the electric re-
_ _ sistance of the heater, as calculated from the measured current and
Fig. 4 Photograph of top view of a burnt-out surface voltage drop at each incremental step, such that the increment in
heat flux was less than 5% until the CHF occurred. When the CHF
occurred, the temperature excursion of the heater caused an in-
crease in electric resistance and decrease electric current in a very
maintain the liquid temperature at about 20°C, adjusted by coshort time(<0.2 s), and then the heater broke. Due to the diffi-
trolling the bypass flow rate and the coolant flow rate of theulty in measuring the transient heat flux just before the CHF was
cooler. In order to increase the degree of subcooling, the presstgached, the CHF was defined as the heat flux calculated by add-
vessel was pressurized at between 0.1 and 1.0 MPa by nitrogeg the incremental heat flux to the stable heat flux measured in
gas, providing subcooling of 80 to 170 K depending on the systetime previous step. Therefore, the CHF values can be considered to
pressure. include an uncertainty of up te-5%.
As shown in Fig. 3, both ends of the rectangular nickel foil The experiments were conducted over a wide range of jet ve-
were soldered to the two electrodes. Special care was takenldoity and jet subcooling, as listed in Table 1.
soldering to ensure that the liquid flow on the surface remained
smooth. The heated surface was made flush with the soldered-3 Assessment of Heat Losses.To assess heat losses from

areas, and obstacles such as spilled solder were removed cHif-heater to the electrodes and the bakelite block, steady-state
pletely. After soldering, the foil was pre-tensioned by extending€at conduction analyses were carried out for the simplified two-
the distance between electrodes slightly. A rectangular Bakel _enS|onaI heater section model depicted in Fig. 5. The extent to
block was inserted between the electrodes as an insulator. The Y{%;:Ch the heated wall area was affected by the adjacent cold
was adhered to the Bakelite block with epoxy resin to prevef ectrodes was also evaluated because the CHF burnout always

water from entering the clearance area. The wall temperature vs§urred near the electrode. o
not measured. In Fig. 5, the calculation domain is taken as a half the heater

area, using the symmetry of the heater. As no wall temperature
information was obtained in the experiment, a uniform wall su-
2.2 Experimental Procedure and Measurement of CHF. perheatA T, of roughly 50 K was adopted for each system pres-
The jet velocity, jet temperature and nitrogen pressure were con-
trolled to achieve the designated conditions. The heatdlwas

calculated by the following equation: =T, (P)+AT
Vx| Center line o T r
_ v | J o =T,
9= Ixw ®) - A
whereV is the voltage drop between the two electrodeis, the q=4q/9, Nickel foil \
electric current, antl X W is the rectangular heated area of the top (heated area) T e
side.
As shown in Fig. 4, the CHF was obtained as a physical burn- y e
out point where the melting of the heated surface proceeds fror Bakelite Electrode Al
one of the four corners of the rectangular surface to the opposit =
side along the electrode. A preliminary experiment for each con: }2’-’; -0 T=T T=T.
dition was conducted to determine a tentative CHF, followed by gy - !
determination of accurate CHF through carefully repeated mea . Isoth |
surement until the reproducibility of the data was confirmed. ~ (Symmetrical (Isotherma
The experimental procedure was as follows: condition) solid)
1. The liquid temperature and jet velocity were controlled to
designated values. ~_
2. The voltage applied to the heated surface was gradually in ; T|= T,
creased until the heat flux reached 50% of the tentative CHF >
3. The voltage was increased every 30 s until the CHF was L/2 5mm
detected. Each voltage increment was controlled so as to
increase the heat flux by less than 5% of the previous heag. 5 simplified two-dimensional heater assembly section
flux. The 30-s interval was required to allow for CHF detecmodel and prescribed boundary conditions to assess heat
tion and to stabilize the wall temperature. losses to the electrodes and bakelite block
1040 / Vol. 125, DECEMBER 2003 Transactions of the ASME
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Length of colder 20 - | - | - |
heated wall area, x. Heater length L 5 mm, 10 mm
Heateod Surface H}a ° Total heat%oss ° A
Isotherm 220 °C Y 5, 153 - Heat loss to electrodes © &
320°C 1 =0.1mm - Heat loss to bakelite ® A
280 °C ' 2
240°C = 10 .
0, N
200°C Nickel foil S o
160 °C am s o ]
0 le) A
120°C A
0 8 1 A L ) 1 !
° 0 0.1 0.2 0.3 0.4
80 °C
Cold Electrode| | £ J, , mm
S
(20°C) o Fig. 7 Estimated heat losses to the electrodes and the
o bakelite, and total heat loss with two-dimensional heat conduc-
40°C tion analysis
\ up to 95% of equilibrium wall temperature at the center portion.

The value ofx. /L will be at most 0.025, 0.054, and 0.125 for the
heater thickness af,,=0.03, 0.1, and 0.3 mm. If we suppose that
CHF occurs at the distanc®(2—Xx.) from the center of the jet, a
predicted CHF with Eq(2) may increase at most 4%, 9%, and
20% for 6,=0.03, 0.1, and 0.3 mm in the present experimental
range.

Figure 7 shows the estimated heat loss for each heater length
and thickness. The heat loss to the bakelite remains at approxi-
mately 5% for all heat flux levels under the present fixed heater

sureP. This assumption is reasonable for a subcooling bOIIIr?mensions. The heat loss to the electrodes increases from 1.0% to

region in which the CHF is reached, but may give an overes . S
mated of the wall temperature in the stagnant region. For the otHeft?¢ @s the heater becomes shorter and thicker, similar to the

boundary conditions, the electrode was treated as an isotherfi@gult for heat transfer in an extended fin. The total heat loss for
solid, and the bottom surface of the bakelite was considered to &ig=0.1 mm, for which most of the CHF data was obtained, is
isothermal, with temperatures the same as the jet tempergture 8.2% for a heater length=5 mm, and 6.5% fot. =10 mm.

A uniform heat generation rate per unit volumes, was assumed

for the nickel foil, and the heat flux was taken as 200 M\A//m 2.4 _Error Analysis. Ur!certainty a”?'VS‘S was gar_rieq out
which is comparable to the maximum CHF value. It should baccording to the ASME Policy on Reporting Uncertainties in Ex-

boundary condition may result in an overestimation of the heftecision limits and the uncertainties of measurements obtained

loss, but errs on the side of safety. from the specifications of the instruments, calibration tests, statis-
Figure 6 shows a typical temperature distribution in the heatgtal data obtained from repeated measurements, and numerical

section at q=200 MW/n?, L=10 mm, 6,=0.1mm, P analysis of the heat loss from the heated surface.

=0.8 MPa (corresponding  saturation temperatureTg, The bias limits associated with the measurements of voltage

=170.4°C), and\T¢,~ 50 K. A distance from the electrode as and current in the measurement of heat flux wei@045% and

depicted in Fig. 6, was calculated to estimate a lower wall tem=2.0% of reading, respectively. The dimensions of the heated

perature area. For convenience the non-dimensional leqdth surface were given accurately to withih0.1 mm (length and

is defined as the distance at which the wall temperature recovengsdth). The bias limit of the critical heat flux was calculated from

- |-

L/2=5mm 5 mm

Fig. 6 Steady-state temperature field in the nickel foil and the
bakelite block for g=200 MW/m?, L=10mm, &,=0.1mm, P
=0.8 MPa (T, =170.4°C), AT, =50 K

Table 2 Bias limits, precision limits and uncertainties associated with measurements

Bias limit
L=5mm L=10 mm
Critical heat flux,B,/q 6,=0.03 mm —6.7~+2.8% —6.4~+2.2%
0.1 mm —7.1~+2.8% —6.4~+2.2%
Jet subcoolingB,tsup +0.25 K atP=0.1 MPa
Jet velocity,B,, +1.33 m/s au=35m/s
Precision limit
L=5mm L=10 mm
Critical heat flux,P,/q 8,=0.03 mm (min) —7.3~+5.4% (min) —17.8~+17.1%
(max) —28.3~+27.9% (max) —34.5~+34.1%
0.1 mm (min) —5.9~+3.2% (min) —7.8~+5.9%
(max) —22.2~+21.9% (max) —19.5~+18.8%
Jet subcoolingP,tsup +0.27 K atP=0.1 MPa
Jet velocity,P,, +0.06 m/s atu=35m/s
Uncertainty
L=5mm L=10 mm
Critical heat flux,U/q 8,=0.03 mm (min) —9.9~+6.1% (min) —18.9~+17.3%
(max) —29.1~+28.1% (max) —35.1~+34.2%
0.1 mm (min) —9.3~+4.3% (min) —10.1~+6.3%

Jet subcoolingV s tsup
Jet velocity,U,,

(max) —23.1~+21.6%

(max) —20.5~+19.0%
+0.37 K atP=0.1 MPa
+1.33 m/s au=35m/s
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the root mean square of the bias limits and the total heat loss of = |
the heater, as shown in Fig. 7. The jet velocity was calculated with 5
accuracy of+3.8% of reading, associated with the measurement = | |
of pressure drop in the circular nozzle, and the standard error & ° _5;6313111 PélidPa Ags(,)‘b, K
estimation of the flow calibration curve. The subcooling of the jet R A . 003 02 100
was calculated from the system pressure and jet temperature. The *Eq2) ® : 01 01 80
system pressure was measured with a pressure gauge with acct 1015 S—— el )
racy of =0.5% of the full scale, resulting in an error in saturation 10 u m/s 10
temperature of withint0.2 K. The jet temperature was measured
with an accuracy oft0.15 K. To decide the precision limit, the Fig. 9 Relationship between CHF and velocity

standard deviations of jet velocity and jet subcooling were evalu-
ated from more than 30 sampled data, and the precision limit of
the CHF was calculated using repeatedly measured data at each . .
experimental condition, incorporating the error-e6% associated Capacity because the wall thickness under heat load in a real ap-
with the determination of the CHF. The uncertainties were finalljaratus is commonly quite thick so as to be robust under external
calculated from the root mean square of the bias and precisifices or thermal stress. )
limits. Since the effect of thickness was only examined aroand
=40 MW/n? due to the limit of the power supply, the result

) . shown in Fig. 8 does not necessary hold for higher heat flux of up

3 Results and Discussion to 200 MW/nf. However, as shown later, the CHF faf,

. =0.1 mm monotonously increases up to 200 M\&/mith jet ve-
. 3.1 Effect of Hgatgr Thickness on CHF. The CHF taken lgcity or jet subcooling in accordance with E&). From this, the
in a steady state is independent of the thermal properties

. ) ; ect of thickness on the CHF appears not to be strongly depen-
thickness of the heater, as expressed in E2js-(4). However, it dent on the level of the CHF for the fixed heater thickness,of

is well known that a temporary dry patch appears repeatedly o 1 mm
surface, reflected momentarily by a high heat flux near the CHF.™ '
The increase in the local wall temperature under the dry patch is3.2 Effect of Jet Velocity on CHF. Figure 9 correlates the
greater at lower heater thickness or heat capacity. Therefore, tidF data with velocity for heater lengtis of 5 and 10 mm,
CHF may be triggered at lower heat flux than the steady-staieater thicknesse$, of 0.03 and 0.1 mm, and degree of subcool-
CHF. Houchin et al[12] and Tachibana et aJ13] reported the ing AT, of 80—130 K. The symbols and bars show the averaged
effect of heater thickness in pool boiling and showed that tt@HF and the uncertainty range. The solid lines denote the CHF
effect of wall thickness disappears when the heat capacity per ymiedicted by Eq(2) for each system pressure and jet subcooling
areapcd), becomes larger than 1 k3. In this study, a very condition.
thin direct heated surface was used to achieve the ultra high hearhe CHF increases with jet velocity for eachs;,, andATg,.
flux under investigation with limited power supply. As such, thén particular, the CHF fos,=0.1 mm, denoted by solid symbols,
effect of wall thickness on the CHF should be examined carefullygrees well with Eq(2). Figure 9 indicates that the general cor-
Figure 8 shows the relationship between the CHF and the wedllation Eq.(2) holds forL up to 5 mm(corresponding td/d
thickness for subcooling of 40 K, a jet velocity of 5 m/s, heater5.39) ats,=0.1 mm. On the other hand, the CHF data &r
width of 6 mm, heater length of 10 mm, and system pressure 0<10.03 mm (open symbolsjs up to 40% lower than that foé,,
MPa. The upper abscissa scalgoi, is given for nickel, and the =0.1 mm. The uncertainty range fé;,=0.03 mm is also much
dashed line denotes the tendency of the CHF for reference. Tlagger due to the larger precision limit of the CHF data. The rela-
range bars denote the uncertainty ranges of the CHF. The Ctidnship between CHF and jet velocity féf,=0.1 mm also tends
decreases by about 50% as the heater thickness is reduced ftordeviate from that described by E@), particularly at jet ve-
0.3 to 0.03 mm, and seems to approach about 40 I\/R/m;lmp- locities over 40 m/s.
totically for 6,>0.2 mm or the corresponding heat capacity Error in the flatness of the heater surface or an inherent char-
pcd,>0.8 kJ/nt/K. It is noted that the CHF fos,=0.1 mm, at acteristic of the very thin heated surface is expected to be respon-
which most of the CHF data was measured, is at most 25% lowable for the larger uncertainty af,=0.03 mm. Although the
than that for 0.3 mm. As a result, a heater heat capacity of mdreated surface was made as flat as possible, a very small distortion
than 0.8 kJ/rK appears to have no effect on the CHF, which isf the surface was unavoidable, particularly for a very thin heater,
similar to the case for pool boiling. When the CHF data obtaineghich may generate a disturbance of the liquid film flow and
with a very thin direct heated surface is applied to real applicaence affect the CHF. However, liquid flow on the surface could
tions, it is important to pay careful attention to the wall heatot be observed in detail due to splashing droplets.
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3.3 Effect of Jet Subcooling on CHF. Figure 10 shows the 9 elative accuracy ot the correlation =4 &

effect of subcooling on the CHF at a jet velocityof 17 and 35

m/s, heater length of 5 and 10 mm, and fixed heater thickne&gs

of 0.1 mm. Bars denote the uncertainty range. Since the system

pressure increased with subcooling, the corresponding system ) )
pressure for a jet temperature of 20°C is shown in the upper d}rcent, but the increase appears to be largely due to the contri-
scissa. The solid and dashed lines denote the CHF predictedBijion of subcooling in the present narrow range of system pres-
Eq. (2) for L=5 and 10 mm, respectively. sure(corresponding reduced pressure s3I 3—4.5x10?).

The CHF increased with subcooling, and the trend for . .
—10 mm is very close to that given by E€@). In the case of. 3.4 Effect of Nitrogen Gas on CHF. The effects of disso-

—5mm, Eq.(2) overestimates the CHF by up to 20%, and th tion of the n_on_-co_ndensable nitrogen gas pressurizing the sys-
deviation of the measured data from the prediction increases g into the liquid Jet should also be discussed. Haraniliid .
lower and higher subcooling. Additionally, the change in cHgtudied the effect ofdls_solved non-condensable gas suc_h_ as air on
differs slightly from that described by E2), deviating most at the_CHF anq the behavior of bubbles and during pool boiling on a
AT.,>140 K. However, there were no experimental observatiof9fizontal wire, and reported that the CHF for gas-saturated water
such as change in boiling flow on the heated surface to expldi25—30% lower than that for degassed water. The effect of dis-
this deviation. The maximum CHF of 211.9 MW/was recorded Solved gas on the CHF was explained as due to the accumulation
under the condition of =5 mm, u=35 m/s, AT,,=151 K, and ©f non-condensable gas into bubbles that stay on the water surface
P=0.7 MPa. Comparing the flow condition of Mudawar’s studyaround the heated wire and re-dissolve into the surrounding liquid
[4] with that of the present study at a given level of CHF, thi§y mass diffusion. _
result shows that external flow boiling with an impinging jet can As far as the authors know, there are no reports showing the
occur without extreme mass flux, liquid subcooling or systefefinite effects of dissolved gas for external flow boiling. The
pressure. existence of dissolved gas indeed activates nucleation at the in-
The effects of subcooling and pressure on the CHF can both @&ption of boiling, but this effect is not important in the high heat
seen in Fig. 10, because these two parameters vary jointly. figx range near the CHF. Even though the concentration of dis-
shown in the correlation of Eq2), the system pressure has nolved nitrogen may become close to gas-saturation due to the
direct effect on the CHF, instead affecting it indirectly through th®ng period of liquid-gas contact in the system loop, the effect of
effects on saturation temperature and thermal properties suchdigsolved gas on CHF is considered to be unimportant in the
latent heat and density ratio. For instance, &).shows that the present case, in contrast to subcooled pool boiling, because the
CHF increases by up to 3% when the system pressure increasigd-speed liquid flow sweeps off the evacuated dissolved gas
from 0.1 to 1.0 MPa for fixed subcooling &fT,;=80 K. Indeed, together with vapor, making it unlikely that non-condensible gas
an increase in pressure experimentally enhances the CHF by a feill accumulate in the vicinity of the heated surface. The good

Increase in heat flux
-

-

Circlllar jet C“cilar jet Circular jet

Flow of splashed
droplets
Flov of splashed
droplets \
4
-

-
%%Heated surface%% 7Heated surface: A

Z
Part C Thin liquid film Ippinging jet zone

ZHeated surfaceZ7

D

At low heat flux At moderate heat flux Just before the CHF

Fig. 12 Flow model in deriving the general correlation of CHF (Eg. (2)) (A: Saturated boiling
region, B: subcooled boiling region, C: Single-phase flow region )
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2 L S A — | 2. The CHF for a heated wall thickness of 0.1 mm increased
u=17,35 mfs, AT, = 80-170K , 8, = 0.1 mm with increasing jet velocity and decreasing heater length in most
10° Kureta et al. [6] cases, whereas no clear trend could be seen for a heated wall
0‘/(1995.). thickness of 0.03 mm due to the large data scattering.
I“(algagl,/‘;‘ al- [5] 3. The effect of jet velocity and subcooling on the CHF for a
L,m heated wall thickness of 0.1 mm correlates well with the general
0:5 equation Eq(2) for CHF under the conditiorD/d=5.39,ATg,,
© g 410 =80-120 K,u<40 m/s. However, the characteristic of subcool-
10-1L g 6 0 i ing differs somewhat ab/d=3.20,ATg,;> 140 K.
E Gambill f o, [8] 0 4. The maximum CHF of 211.9 MW/fnwas recorded at
5t ageyy . . T =5mm, W=4mm,d=2 mm, P=0.7 MPa,AT,;,=151 K, and
0 0.5 1 u=35m/s.
P, MPa 5. The CHF represents 48% of the theoretical maximum heat

) ) . ) . flux at the atmospheric pressute=5 mm, ATg,=73 K, andu
Fig. 13 Relationship between dimensionless CHF and system —35m/s.

pressure

Mudawar et al. [7]
(1999)

qc/qmax,max
NP B

[ 3

Acknowledgments

agreement between most of the CHF data and the extrapolation ofhis study was financially supported by the Japan Atomic En-
Eqg. (2) where a dissolved gas effect is not considered may suppefy Research InstitutdAERI) under the Nuclear Research Pro-
this fact. motion Program. The authors also appreciate the cooperation of
3.5 Estimation Error for CHF Correlation. The relative er: Vr\]/.e' L'$’ h/rl](aKenlgh!l(lj\!aka;ﬁhlma, Mr. letolakl Uedatl, and c'iv'tr.k
estimation error for Eq(2) at §,=0.1 mm is shown in Fig. 11. uichirou Yoshiaa in building the experimental apparatus and tak-

The relative error forL=5 mm ranges from—40% to +20%, ing measurements.
while that forL=10 mm is within=20%, equivalent to the esti-

mation error of Eq(2) in Ref.[9]. Thus, Eq.(2) is considered to Nomenclature

be applicable forD/d>5.39 L=10mm), u<35m/s, ATg, ¢ = specific heat of heated surface

<120K. ¢, = specific heat of liquid at constant pressure
One of the possible reasons for the larger estimation error for D = characteristic diameter of heated surface

L=5 mm may be the assumptions in the flow model from which (=(L%2+W?)1?

Eq. (2) derived, which may not be applicable for such a small d = diameter of liquid jet

heater. Figure 12 shows the flow model on the heated surface for | = electric current

different heat fluxe$9]. The heated surface is divided into three  J, = Jacob number= (p, 1pg) (CpATsun/ig))

regions; A)saturated boiling region, JBsubcooled boiling region, h,, = latent heat of evaporation

and C)single-phase flow region. Although R¢B] provides the L = length of rectangular heated surface

details of derivation, Eq(2) was essentially derived from the M = mass of molecular

general correlation of saturation boiling given in E8). Here, the g. = subcooled critical heat flux

boiling lengthD-d in Eq. (3) was evaluated witlD>-D’ for sub- Oco = Saturated critical heat flux

cooled boiling, as shown in Fig. 12. To obtain the correlation @, max= mMaximum heat fluxXEqg. (1))
subcooled CHF explicitly by eliminating the unknown diameter of P = system pressure

the subcooled boiling regio®’, a higher-order term oD’/D R = universal gas constant
was neglected. This assumption may not be validLfer5 mm, T = temperature
resulting in the higher estimation error compared_te 10 mm. T.at = Saturation temperature
) ) ) T; = temperature of liquid jet
3.6 _Companson of CHF With the Maximum Heat Flux. u = velocity of liquid jet
The ratio of the measured CHF R« maxfepresents one of the V = voltage added to heated surface

indices for evaluating the extent to which the CHF can be made , _
approach to ultimate maximum heat flux. Figure 13 shows the V\C, —
ratio 0 /0max max@gainst system pressure. The solid symbols de-

note the data obtained by other researchéss7] for reference. As Greek Letters

Omaxmaxincreases sharply with system pressure w_hert_eas the_Cl—Hﬁ—Sub = degree of subcooling of jet

does not,q./0maxmax d€Creases monotonically with increasing 8, = thickness of heated surface

system pressure. For the present resgii$max max€aches 48% pg.p1 = densities of saturated vapor and liquid
atu=35m/s,AT,,,=73 K, D/d=3.2, andP=0.1 MPa. p = density of heated surface

o = surface tension

length of colder surface area adjacent to a electrode
width of rectangular heated surface
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Round Turbulent Thermals, Puffs,
Starting Plumes and Starting Jets
in Uniform Crossflow

The self-preserving properties of round turbulent thermals, puffs, starting plumes and
starting jets, in unstratified and uniform crossflow, were investigated experimentally. The
experiments involved dye-containing fresh water (for nonbuoyant flows) and salt water

F. J. Diez (for buoyant flows) sources injected vertically downward into crossflowing fresh water
within a water channel. Time-resolved video images of the flows were obtained using
L. P. Bernal CCD cameras. Experimental conditions were as follows: source exit diameters of 3.2 and
6.4 mm, source Reynolds numbers of 2;808)000, source/ambient velocity ratios of
G. M. Faeth 4-35, source/ambient density ratios (for buoyant flows) of 1.073 and 1.150, volumes of
g-mail: gmfaeth@umich.edu injected source fluid (for thermals and puffs) comprising-388 source diameters,
streamwise (vertical) penetration distances e00 source diameters and-Q3 Morton
Department of Aerospace Engingering, length scales (for buoyant flows) and crosstream (horizontal) penetration distances of
The University of Michigan, 0-620 source diameters. Near-source behavior varied significantly with source properties
Ann Arbor. MI 48109-2140 and distance from the source but the flows generally became turbulent for streamwise

distances within 5 source diameters from the source and became self-preserving for
streamwise distances from the source greater thanS5@0source diameters. Crosstream
motion satisfied the no-slip convection approximation. Streamwise motion for self-
preserving conditions satisfied the behavior of corresponding self-preserving flows in still
fluids: round thermals and puffs in still fluids for round thermals and puffs in crossflow
and two-dimensional line thermals and puffs in still fluids for round starting plumes and
jets in crossflow. The no-slip convection approximation for crossflow motion combined
with self-preserving approximations for streamwise motion were also effective for predict-
ing flow trajectories at self-preserving conditions for steady round turbulent plumes and
jets in crossflow. [DOI: 10.1115/1.1622720

Keywords: Heat Transfer, Jets, Plumes, Scaling, Thermal, Turbulence

Introduction in still fluids [1-3] to crossflow is desirable because most practi-
al thermals, puffs, starting plumes and starting jets are exposed to

Recent theoretical and experimental studies of the temporal &
c(rjossﬂow.

velopment of round turbulent thermals, puffs, starting plumes an Several reviews of past studies of round turbulent unconfined

starting jets in still fluids[1-3] were extended to consider thenonbuoyant and buoyant flows have appeared in the literature, see

corresponding flows in unstratified uniform crossflow. Study 0furner[4 5], Tennekes and Lumld], Hinze[7], Chen and Rodi
these flows is motivated by practical applications to the UNcopg] st [9], Dai et al.[10], and references cited therein. As a

fined and unsteady turbulent flows resulting from the initiation Qggylt, the present discussion of the literature will be brief.

either interrupted or steady gas and liquid releases caused by propast studies of the penetration properties of flows of interest
cess upsets, explosions and unwanted fires, among others. Duging the present investigation—round turbulent thermals, puffs,
their simplicity, these flows also are of interest as classical fUndgarting plumes and starting jets—have emphasized the temporal
mental flows that illustrate the development of unsteady turbuleioperties of the flows in still environments. Some examples in-
flows in a relatively simple way. As a result, observations of thesgude: Diez et al[3], Turner[4,5,13], Morton[11], Scorer[12],
flows are useful in order to provide data needed to evaluate mefay and Lewiq14], Batt et al[15]and Thompson et aJ16] for

ods of predicting their properties. Similar to past wptk-3], the thermals; Sangras et &lL,2], Richard§17]and Kovasznay et al.
present experiments emphasized conditions far from the soufd&] for puffs; Diez et al.[3], Turner[4,5,19], Middleton[20],
where effects of source disturbances are lost, and flow structurdiglichatsios[21] and Pantzlaff and LueptoW?22] for starting
largely controlled by its conserved properties. For such condiumes; and Witz¢23], Johari and Paduaf24], Kato et al[25],
tions, the flows approximate self-preserving turbulent behavi#ouros et al[26], Adriani et al.[27] and Hill and Ouelett¢28]
fixed by their conserved properties, and appropriately scaled fld@f Starting jets. These studies mainly sought the self-preserving
properties are independent of streamwise distances. The partic§a!ing rules that describe the temporal penetration properties of
advantages of self-preserving turbulent flows are that their fidfye flows in still fluids, e.g., the maximum vertical and radial
properties considerably simplify both the presentation of measu;ée_ne'tratlon qlstances of these flows into their surroundings as
ments and execution of numerical simulations, because soufﬂ ctions of time. . . .

disturbances do not affect flow properties which scale in a rela- easurements in this laboratory seeking to evaluate the self-

. . . ngserving relationships for flows in still fluids were carried out
tively compact manner as a result. Finally, extension of past wo I . . :
considering round salt water jets in a still fresh water bath for

thermals and starting plum and fresh water jets in a still
Contributed by the Heat Transfer Division for publication in th®URNAL OF 9p 48] J

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 20, 200 ],(reSh water bath for puffs and star_tln_g j¢is2]. It WEIIS Observed
revision received August 22, 2003. Associate Editor: P. M. Ligrani. that the flows became turbulent within 5 source diameters in the
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streamwise direction from the source and became self-preserviians near the source exit. The source liquid was supplied to the
when streamwise penetration was greater than 20—30 sourcetdbes using either syringe pumfidarvard Apparatus, PHD2000,
ameters from the source. Model 70-2000, with four 150 cc syringes having volumetric ac-
Most practical flows associated with buoyant and nonbuoyacdiracies of=1 percent mounted in paraljeffor small flow rates
sources are exposed to crossflow; therefore, there have beeor aa peristaltic pump(Masterflux L/S Digi-Staltic Disperser,
number of studies seeking to extend the results just discussed Nwdel 72310-0 for large flow rates. The pumps were computer
still fluids to the corresponding round turbulent buoyant sources @ontrolled to start, stop and deliver liquid at preselected times and
crossflow, e.g., Anwaf29], Lutti and Brzustowsk[30], Andre- rates. The pumps were calibrated by collecting liquid for timed
opoulos[31], Alton et al.[32], Hasselbrink and Mungdl33], intervals. Pump delivery rates were essentially constant with the
Baum et al.[34], and references cited therein, and to the correhort transient flow development periods that were encountered
sponding round turbulent nonbuoyant sources in crossflow, e.guring starting and stopping the pumps handled by extrapolating
Keffer and Bained35], Kamotani and Grebd36], Chaissaing the constant delivery portion to the zero flow rate condition and
et al. [37], Kelso et al[38], Smith and Mungal39], and refer- finding an equivalent originty, for either start or stop times. A
ences cited therein. In spite of the importance of these flows piot illustrating the pump flow rate transients when the syringe
crossflow, however, measurements of their properties are limitgdmps were started and stopped appears in Sangras &f;ahe
and little is known about their self-preserving properties or abogkhavior of the peristaltic pump was similar.
the conditions required for them to become self-preserving. The salt water source ||qu|ds were prepared by addmg appro-
Motivated by the previous discussion, the objectives of theriate weights of salt(certified ACS crystal sodium chloride,
present investigation were to extend past work concerning theg.2 percent asspyo given volumesweights)of water based
self-preserving properties of round turbulent thermals, puffs, stagn the tabulation of liquid densities as a function of salt concen-
ing jets and starting plumes in uniform and still fluids, in order t®ation due to Langé4l] These results were verified using pre-
develop improved understanding of these flows in unstratified uniision hygrometergFisher Scientific, Cat. No. 11-583D having
form crossflow, as follows: 0.2 percent accuraciesThe absolute viscosities of the test liquids
1. Measure the streamwigeertical), crosstreanthorizontal) Were measured directly using a Cannon/Fenske viscometer; this
and radial penetration properties of the flows as a function formation was combined with the known densities to obtain

time for various source conditions typical of practical appli* Inematic viscosities for each source liquid considered during the
cations. present investigation. Red vegetable dye was added to the source

2. Formulate the self-preserving scaling relationships for tH(éfuids in order to facilitate flow visualization at a concentration
flows and exploit the new measurements of these flows t 0-15 percent dye by volume.

evaluate the effectiveness of their scaling relationships andinstrumentation. Measurements of flow penetration proper-
to determine the empirical parameters within them. ties as a function of time were obtained from video records. The
Jyater channel test section was illuminated for these observations

Theoretical and experimental methods were similar to earlier st -
b ing two 650W quartz lamp&Color-Tran quartz king dual 650,

ies of the present flows in still and uniform environments report )
Iby Sangraps et a[1] z::l\dlDie; et a|[uz |3]. v P odel 116-011)and two 2000W quartz lamp#/ole-Richardson

The present description of the research begins with a discussf%fpe 2591 molequartz, 2k Baby “zip” softlife The appearance of

of experimental methods. This is followed by scaling considef!€ dye-containing injected source liquid was recorded as a func-
P y 9 ion of time using two 3CCD digital video camcordei@anon

ations for the present flows in both still and crossflowing enviror- ; ; .
ments. Experimental and scaling results are then considered, tré4@de! XL1s) having 720480 pixel arrays. Video records were
tained from sidéfrontal) views as well as bottorfplan) views

ing thermals, puffs, starting plumes and starting jets, all iA

uniform crossflow, in turn. of the ﬂQWS' . .
The video records were analyzed to provide flow penetration

properties, as follows: maximum mean streamvﬁmtical),xp,
and crosstreanthorizontal),y,, penetration distance$aken as
Test Apparatus. The experiments involved fresh and salt waaverages of the largest streamwise and crosstream distances of the
ter sources injected into an unstratified and uniform fresh watijected source liquid from the jet exiand the maximum mean
crossflow produced by a water channel facility. The test section ifdial (normal to the flow axis in a vertical plahe,, and maxi-
the water channel had cross-section dimensions o&10® mm mum mean half-width(normal to the flow axis in a horizontal
and a length of 2440 mm. The sides and bottom of the test sectiglane),w,, all as a function of time from the start of injection. In
were constructed of 20 mm thick acrylic panels to provide opticalddition, vertical, crosstream, radial and half-width penetration
access. Fresh water flow in the channel was driven by a propeltéstances were measured as a function of crosstream distance
pump with variable test section velocities of 40-300 mm/s. THeom the source exit after steady conditions had been reached at
flow properties of the water channel were characterized usinggiven locations for the starting jets and plumes. All these mean
hot film anemometer to calibrate the crossflow velocity as a funparameters were obtained by averaging the results of three sepa-
tion of propeller speed and to measure the uniformity and thigte tests at a particular test condition; this yielded acceptable
turbulence levels of the crossflow. The contraction, flow straighexperimental uncertainties because each test condition provided
ener, screens, etc., of the water channel combined to yield a flowmerous data points and rather dense plots of the data as will be
nonuniformity less than 1.5 percent, and turbulence intensity leseen in the following. Experimental uncertaint(8$ percent con-
els less than 1 percent in the test section. fidence)of the measurements from the video records were as fol-
The source flows were injected vertically downward into thows: less than 7 percent for times from the start of injection, less
fresh water channel flow through smooth round tubes having ithan 8 percent for mean maximum streamwise and crosstream
side diameters of 3.2 and 6.4 mm. Injector passages had lengtanetration distances, and less than 15 percent for mean maximum
diameter ratios of 100 and 50, respectively, to help insure fulladial and half-width penetration distances. Experimental uncer-
developed turbulent pipe flow at the source exit for sufficientltainties of all the penetration distances were largely governed by
large injector Reynolds numbefd0]. The tubes were mountedsampling errors due to the irregular turbulent boundaries of the
vertically and discharged roughly 5 mm below the liquid surfacgresent turbulent flows but also include fundamental accuracies of
The tubes passed through a plane horizontal plexiglass (@88 distance and time calibrations and measurements.
X914 mm plan dimensions12 mm thick)having a tight fit. The  The virtual origins of each of the present flows were found by
tube (source)exits were mounted flush with the lower surface oplotting ((t—t,)/t*)" as a function of,/d for every test condi-
the plexiglass plate to provide well-defined entrainment condion. A linear fit of the far-field data was then developed for each

Experimental Methods
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Table 1 Summary of test conditions for round turbulent thermals, puffs, and starting plumes
and jets, in unstratified uniform crossflow 2

Flow Nonbuoyant Buoyant
Source fluid Water Salt water
Ambient fluid Water Water
Source fluid densityp, (kg/m?) 998 1070 & 1150
Ambient fluid densityp., (kg/n°) 998 998
Source fluid kinematic viscosity;, (mm?/s) 1.0 111 & 1.36
Source diameter, ¢mm) 3.2&6.4 3.2&6.4
Source passage length, L/d 100 & 50 100 & 50
Source Reynolds number,div, 3,000-16,000 2,500-11,000
Source/ambient fluid density ratip,/p.. 1.00 1.073 & 1.150
Source/ambient fluid velocity ratiog v, 7-27 4-35
Source Morton length scaléy, or €,,)/d 0 5-88
Source fluid discharged, @A.d) or Ly/d 16-318(puffs) 18-318(thermals)
Vertical penetration distance, x x,)/d 0-160 0-200
Vertical penetration distance, (% Xo)/ (€ yp Or €) 0 0-13
Horizontal penetration distance, {yy,)/d 0-500 0-620

#Fresh (for nonbuoyant flowsand salt water(for buoyant flows jets injected vertically downward from round tubes into
uniform fresh water crossflows having a 64610 mm crossection at an ambient pressure and temperature af®8.RPa and
297.0+£0.5 K.

test condition so that solution of this fit at time<tq)=0 deter- property being observed and the nature of the flow on the condi-

mined the virtual originx,/d. The values ok, /d were relatively tions required to obtain self-preserving flow behavior.

constant for each flow, see Diez et i,3] for examples of this  Buoyant turbulent flows have more requirements for obtaining

behavior for puffs and thermals in still fluids. As a result, a meaself-preserving flow than nonbuoyant turbulent flows. In this case,

value ofx, /d could be found for each floalong with its experi- a second parameter that must be satisfied when steady buoyant

mental uncertaintyas will be discussed later. turbulent plumes become self-preserving is that the streamwise
(vertical) distance from the virtual origin normalized by the Mor-

Test Conditions. Test conditions for the present measurit-ﬂ%(g length scale, X—x,)/¢y , must exceed a critical value as a

ments of round turbulent thermals, puffs and starting plumes agch g re of conditions where the momentum of the flow caused by

Jtetst, In uc?ltform .CI'OS|Sf|CéV\§ arehsurrgmarlzded I?t Tat;le %h Trk‘)e OVEr&ffects of buoyancy is much larger than the original momentum of
est conditions involved fresh water and salt wafer the buoy- e fio at its source. For steady buoyant sources, e.g., starting or

ant flows)source flows in crossflowing fresh water, source diarrg—te dy plumes, the Morton length scale is defined as follows
eters of 3.2 and 6.4 mm, source passage length/diameter ratio 1]: '

100 and 50, respectively, source/ambient density ratios of 1.073

and 1.150(for the buoyant flows), source Reynolds numbers of 0. =M3YBL2 1)
2,500-16,000, source/ambient velocity ratios of 4—35, volumes Mp™ ™o "o

of source fluid discharged),/(A.d), of 16-318(for the ther- For steady round plumes having uniform properties defined at the
mals and puffs), streamwisgvertical) penetration distances of source(similar to the flows of interest during the present investi-
0-200 source diameters and 0-13 Morton length sdéteslast 4iion) the source specific momentum fliik, , and the source

for buoyant flows), and crosstreathorizontal) penetration dis- i : L

tances of 0—620 source diameters. For the starting plume m&RECific buoyancy fluxB, , appearing in Eq(1) can be computed
surements in crossflow, it should be noted that source flows g@r?— follows[9,10]:

erally were over-accelerated flows, as defined by George et al. - :
[42]_y y g Mo=QuU, (2)

Bo=Qo0lpo— p-|/p-. (3)

where an absolute value has been used for the density difference

Conditions for Self-Preservation. A parameter frequently in EQ.(3) in order to account for both rising plumes having posi-
used to estimate when round turbulent unconfined flows becofi¢ buoyancy and falling plumes having negative buoyancy. Sub-
self-preserving is the distance from the effectivietual) origin of ~ stituting Egs.(2) and (3) into Eq. (1) then yields the following
the flow normalized by the source diametet;{(x,)/d, (taken to €xpression for the Morton .Iength scale of steady round turbulent
be the streamwisgvertical) distance for purposes of this example buoyant plumes having uniform source properties:

This parameter is a measure of conditions where distributions of 3w 1/

flow properties appropriate for the often confined conditions of a Cnp/d=((QoUo/d*)(glpo—pasl/p=)?) (4)
source, have adjusted to reach distributions appropriate for
unconfined flow. The value of x-x,)/d needed for self-
preserving behavior depends on the nature of the flow, the prJS
erties of the source, and the property for which self-preserving S = md?u /4 5
behavior is sought. For example, results for steady round turbulent Qo=md"Uo ®)
nonbuoyant jets suggest that values af-)/d greater than g4 () can be written as follows:

roughly 40 and 100 are required to obtain self-preserving behavior

for distributions of mean and fluctuatingurbulent) properties, €Mp/d=(77/4)1’4(pmu§/(gd|po*px|))1’2 (6)
respectively{6]. In contrast, similar results for steady round tur-

bulent buoyant plumes suggest that valuesjof X,)/d greater The corresponding formulation for the requirements of source
than roughly 90 are required to obtain self-preserving behavior foromentum to become small compared to the momentum of flow
distributions of both mean and fluctuatiriurbulent) properties due to effects of buoyancy for an interrupted source, e.g., a ther-
[10]. Taken together, these results indicate effects of both thwl, can be found in the same manner as the derivation of Egs.

Scaling Considerations

‘?Hen, since the volume flow rate of a uniform source flow can be
presented as follows:
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(1)—(6) for plumes. For a buoyant source involving a fixed quanFable 2 Summary of equations for the self-preserving penetra-

tity of fluid, Q,, such as a thermal, the Morton length scaléon properties of round turbulent thermals, puffs, starting
becomes: plumes and starting jets in unstratified still fluids a

Cue=MY7BLA (7) Conserved Property n t* X

For round thermals having uniform properties defined at thg'erma:

source(similar to the flows of interest during the present investipuﬁ:B"f Qulpop-llp- 12 (d/Bq) ™ (Bo(t=19)""
gatio_n.), the source specific momentum _fortsibo, and the source M= Qolly 1/4 dM, (My(t—t9) "
specific buoyancy forceB,, appearing in Eq(7) can be com- Starting Plume:
puted as follows: Bo=Qudlpo—p-|/p-. 34 (dByYE  (BY(t—ty))3
Starting Jet: . )
Mo=Qol, 8 M= Qully U2 (@M (MYY(t—tg)) Y2
Bo=Qo0lpo—p=l/p- )

dCommon equations: Streamwise penetratiGth included): (x—xo)/d=C,((t
where an absolute value has been used for the density differengg/t*)". Streamwise penetratiofd excluded): (¥—Xo)/x* =C,. Radial penetra-

in Eq. (9), as before, in order to account for both rising thermal®™ & /(X,=*J) =C:.

having positive buoyancy and falling thermals having negative

buoyancy. Substituting Eq&3) and(9) into Eq.(7) then yields an ) ) ) )
expression for the Morton length scale of a round turbulent buoffi€ particular flow being considered. Far from the source, in the

ant thermal having uniform source properties, as follows: Self-preserving region of the flow, the source diameter is no longer
relevant and can be eliminated from Ef4) to obtain the follow-
Ol d=((Qo/d®)(p..u2/(gd|po—p-|))) Y4 (10) ing expression for the streamwigeertical) penetration distance:
Then, since a uniform volume of source fluid can be represented (Xp—Xo)IX* =C, (15)
as follows: . . . . .
wherex* is a characteristic streamwise distance that involves a
Qo= deLQ/4 (11) conserved property of the flow. Finally, within the self-preserving
. . region, the radial penetration of the flows can be expressed as
Eq. (10) can also be written as follows: follows:
— 2 _ 1/4
€Mt/df((77/4)(LQ/d)(pwu0/(gd|po Px|))) (12) rp/(xp_xo):Cr (]_6)

Finally, a third criterion must be satisfied when self-preservinghere the value of, varies depending upon the particular flow
conditions are reacbed for buoyant }urbulent flows; ne}mely, trﬁéing considered. Expressions fort*, andx* in Egs.(14)—(16)
the flow should be “weakly buoyant” so that the density of thean pe found from the conserved property of each flow: the source
thermal or_plume fluid is linearly related to the d_egree Of,m'x'ngpecific buoyancy forcd,,, for thermals; the source specific mo-
_of the ambient and source flujd0]. At self-pres_ervmg conditions mentum forceM,,, for puffs; the source specific buoyancy flux,
in buoyant turbulent flows, all scalar properties are far remov for starti | - and th ii tum
from the complexities of practical sources of buoyancy, such a$’ or star .|ng pumeg, and the source specific momentum Hux,
fires, and they are conveniently represented by functions of tie for starting jets. Given the conserved property of the flow,
mixture fraction,f (which corresponds to the mass fraction ofcaling considerations yield expressions fiot*, andx* as de-
source material in a samplecalled state relationshigg0]. At scribed in detail by Turnefd,5,19]and Morton[11], among oth-
self-preserving conditions, typicallf<1 and the state relation- €rs. Specific expressions of this type for round turbulent thermals,
ship giving density as a function of mixture fraction can be linpuffs, starting plumes and starting jets, in still, unstratified and

earized as follow$10]; uniform fluids(all for uniform or given average source properyies
from Sangras et al.1] and Diez et al[2,3] are summarized in
p=putfpa(l=p.ipy), <1 (13) Table 2 for reference purposes during the present investigation.

Buoyant turbulent flows mix very rapidly compared to other turRes Its and Discussion
bulent flows[10]. Therefore, thef <1 criterion required for a u ISCUSSI
linear relationship between mixture fraction and density is gener-oyerview. Note that the present flows involve either

ally achieved relatively close to the source. downwardly-injected nonbuoyant puffs and starting jets, or down-
Scaling Relationships. Major assumptions used to find scalwardly injected, negatively buoyant thermals and starting plumes.

ing relationships for self-preserving round turbulent thermalRather than presenting the flows in this manner, however, they
puffs, starting plumes and starting jets, are as follows: physictve been inverted in the following to show them as either up-
property variations are smaile., buoyant flows are weakly buoy-Wardly injected nonbuoyant puffs and starting jets or upwardly

ant so that density variations are linear functions of the degree!Biected, positively buoyant thermals and starting plumes. This
mixing represented by the mixture fractiorihe flows are self- Was done due to the greater familiarity of most individuals with

preserving so that effects of source disturbances have been 15S{N POsitively-buoyant flows. It should be noted that both rising

particular properties of each flogo be specified laterare con- and falling buoyant flows involve progressive approach of the

served, the times of source flow for thermals and puffs are flow density to the ambient density with increasing dlstance frqm
sumed to be small compared to the flow times of interest, aff# Source, however, so that they have correspondingly similar
source flows associated with starting plumes and jets begiHoyant flow properties.

abruptly and maintain steady source flow and property conditionsThermals. The test conditions for measurements of the prop-
thereafter. Under these assumptions, the temporal variation of f1es of thermals in crossflow are summarized in Table 1, a visu-
maximum streamwisévertical) penetration distance can be ex-jization of a typical thermal in crossflotinverted to appear to be
pressed as follows, see Turré;5,19]and Morton[11]: a positively-buoyant flow as just noteds illustrated in Fig. 1.
_ _ _ *\N These images include side and bottom views of a typical thermal,

(Xp=Xo)/d=Cy((t=ta)/t%) (14) taken at the time when the thermal had reached the largest dis-
wheret, is a virtual temporal origin used to handle source trartance from the source where both the source and the thermal could
sients,t* is a characteristic time that involves a conserved profpe observed on one image. The length scale that appears on the
erty of the flow, and the values &, andn vary depending upon images is appropriate for streamwise, radial and crosstream direc-
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. 100 mm

Fig. 1 Visualization of a thermal in crossflow (d=3.2mm, Re,=4,000, p,/p..=1.150, Q,/(A,d)=223, €,,/d
=19, u,/v,=11 and t=5.6s)

tions. The thermal consists of a leading bulbous element mainip-slip convection approximation, which implies that the flow
consisting of a starting circular vortex which is quite clearly seemoves in the crosstreaiiiorizontal) direction at the crosstream
in the bottom view. Given a sufficient amount of source fluid, théhorizontal)velocity, as follows:
starting vortex is followed by a trailing plume-like region that
extends from the bottom of the bulbous element. Progressive (Yp—Yo)ld=Cy(v.(t—tg)/d) a7
growth of the bulbous element suggests that the trailing plume- ) . .
like region is being engulfed by the leading vortex. This engulfthe diameted factors out of Eq(17) immediately to provide an
ment process is relatively slow, however, and the thermals coiguation in the self-preserving region that is properly independent
not be observed far enough from the source for the trailing plum@t d. Penetration in the streamwiseertical) and radial directions
like portion to be completely engulfed. In general, the thermai§ Still given by Eqs(14)—(16), with the conserved property in the
became turbulent within five source diameters from the source §reamwise direction given b§,, and with values of, t*, and
the streamwisévertical) direction and the dimensions of the therx* the same as for thermals in a still fluid from Table 2; these
mals progressively increased with increasing distance from theoperties of self-preserving thermals in crossflow are summa-
source. The overall impression given by the visualizations of thigzed in Table 3 for comparison with the other flows in uniform
thermals was that they rose in the streamwisartical) direction crossflow considered during the present investigation.
in the same manner as thermals in still fluids and that they wereEvaluation of the present self-preserving scaling relationships
simply wafted along by the crossflow at the same time. THer thermals in uniform crossflow, as well as the best-fit values of
present self-preserving scaling considerations of the penetratiop, C,, andC, andx,/d based on the present measurements,
properties of thermals were carried out based on this observationl] be considered next. The crosstream penetration distances of
as discussed next. thermals in uniform crossflow are plotted in Fig. 2 according to
The assumptions for consideration of the scaling of selfhe no-slip convection approximation. These results indicate that
preserving thermals in crossflow were the same as for thermalghis approximation is satisfied for present measurements of ther-
still flow that were discussed earlier, and these assumptions wilals in crossflow, which extend from a crossflow displacement
not be repeated here. In addition, the crossflbarizontal)mo- near zero, witltC,=1.0 andy,/d=0. Normalized streamwise and
tion was assumed to be a uniform crossflow having negligibf@dial penetration distances of thermals in crossflow are plotted
slip, whereas the streamwigeertical) motion was assumed to beaccording to the self-preserving relationships of E@d$) and
equivalent to the streamwise motion of a self-preserving therm@l6), withn=1/2, andx* for thermals in crossflow from Table 3,
in a uniform and still environment. Thus, the maximumnin Fig. 3. Near-source behavior differs depending on the source
crosstreanm(horizontal) penetration distance was found from theproperties for each test condition and distance from the source but
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Table 3 Summary of equations for the self-preserving penetra-
tion properties of round turbulent thermals, puffs, starting
plumes and starting jets in unstratified uniform crossflow

1000 g Y T T I T 1 T T v
dmm) Re, p/o. Q/Ad tdufv_SYM. dmm Re, pjo. QJA3 68 U, SYM.
3.2 5000 1.073 175 22 A

a

3.2 4000 1.150 111 16

— — 3.2 5000 1.073 175 22 v 32 4000 1.150 223 19
« 3.2 5000 1.073 175 22 3.2 4000 1.150 223 19
Conserved Property n t X = 3.2 5000 1.073 286 24 " 32 4000 1150 225 19
Thermal: >3 3.2 5000 1.073 286 24 15 & 6.4 5000 1.073 18 7
: o 3.211000 1.073 127 28 29 W 6.4 5000 1.073 60 10
= — 4 1/2 1/2 g 3.211000 1.073 127 28 22 @ 6.4 5000 1.073 60 10
Bo=Qodlpo—p-:l/p-- 12 (dB,) (B3 A(t—19))"? g, 3211000 1.073 318 35 35 O 6.4 5000 1.073 60 10
Puff: o 3.211000 1.073 318 35 27 O
M= Qg 1/4 &M, (My(t—t) ¥ =4 3.2 11000 1.073 318 35 o
Starting Plume: zn.
r_ 3 13 172 23 Z
By=Qulpo—pull(p.vs) 23 (B (BMAt—ty)
Starting Jet:
M} = Qoo V.. 3 @My (MM(t-t) R
dCommon equations: Streamwise penetratiéth included): (%—Xo)/d=C,((t
—tg)/t*)". Streamwise penetratiofd excluded): (x—x,)/x* =C,. Radial penetra-
tion:'rp/(xpfxo)=c,. Half-width penetration: w/(x,—Xo)=C,. Crosstream pen-
etration(d included): (y—Yyo)/d=Cy(v..(t—ty/d). :°
;<ﬂ.
>

the thermals become self-preserving for these propertiesxipr (
—Xo)/d>40-50, which is similar to the behavior of thermals in
still fluids. Best-fit values ofC,, C,, andx,/d are readily ob-
tained from the measurements and are summarized in Table 4 f  0.01¢ -
comparison with corresponding results for thermals in still fluids. 0 40 80 120 160 200
The magnitudes of these parameters are similar for the two flown VERTICAL PENETRATION DISTANCE, (x,-x,)/d
although values ofC, suggest that thermals in still fluids have

significantly larger penetration radii than those in crossflows. THég. 3 Radial and streamwise (vertical) penetration distances
reasons for this behavior, however, are not known at the pres@hthermals in crossflow as functions of streamwise (vertical)

BUOYANT THERMAL IN A CROSSFLOW
1 | TR R T | A

time.
Puffs.

penetration distance

The test conditions for measurements of puffs in cross-

flow are summarized in Table 1. Visualizations of puffs in crosstiameters from the source in the streamw(sertical) direction

flow were qualitatively similar to those of thermals in crossflowand the dimensions of the puffs progressively increased with in-
illustrated in Fig. 1 and will not be repeated here. Thus, puffs igveasing distance from the source. Finally, similar to thermals in
crossflow involved a leading bulbous element which mainly corerossflow, it generally appeared that the puffs in crossflow moved
sisted of a starting circular vortex. Given a sufficient amount gfi the streamwise direction in the same manner as puffs in still
source fluid, the starting vortex was followed by a trailing jet-likgluids and that they were simply wafted along by the crossflow at
region that extended from the bottom of the bulbous elemeribe same time. The present self-preserving scaling considerations
Similar to thermals, progressive growth of the bulbous elemest the penetration properties of puffs were carried out based on
suggested that the trailing jet-like region was being engulfed Byis observation, as discussed next.

the leading vortex. Present results, however, were generally obThe assumptions for consideration of the scaling of self-
tained before the trailing jet-like region was completely engulfeghreserving puffs in crossflow were the same as for puffs in still
Similar to thermals, the puffs became turbulent within five sourGgiid as discussed earlier and these assumptions will not be re-

1000
o L] ' L l L]} l
>5 dimm) Re, pJo. QJAL 6/d ufv, SYM. dmm) Re, pJp. QJAM AJd ufv. SYM.
52 5 -
‘o 3.2 5000 1.073 175 22 20 o 6.4 5000 1073 18 7 10 O
2 3.2 5000 1.073 175 22 15 v 6.4 5000 1.073 60 10 9 4
- 800 b= 32 5000 1073 175 22 10 » 6450001073 60 10 7 V .
w 32 5000 1.073 286 24 20 « 6.0 5000 1.073 60 10 & ®
o 32 5000 1.073 286 24 15 o
= | 3211000 1073127 28 29 ®
= 3211000 1.073 127 28 22 ®
s 3211000 1.073 318 35 35 O
= 3211000 1.073 318 35 27 ©
o 600 = 3211000 1073 318 35 21 o
z 32 4000 1.150 111 16 8 ©»
o 3.2 4000 1150 223 19 11 <
= - 32 4000 1.150 223 13 9 ©
< 32 4000 1.150 223 19 6 &
-
w 400 - -
E i NO-SLIP
5 CONVECTION SCALING =
=
g 200 =
N BUOYANT THERMAL
g INACROSSFLOW ]
I
o | N 1
0 200 400 600

DIMENSIONLESS TIME, v _(t-t)/d

Fig. 2 Crosstream (horizontal ) penetration distance of ther-
mals in crossflow as a function of time

Journal of Heat Transfer

peated here. In addition, measurements of crossflow motion
showed that the no-slip convection approximation was quite rea-
sonable, with Eq(17) satisfied forC,=1.0 andy,/d=0 as dis-
cussed for thermals in connection with Fig. 2. Penetration in the
streamwisdgvertical) and radial directions was still given by Egs.
(14)—(16), with the conserved property in this direction given by
M, , and with values of, t*, andx* the same as for puffs in still
fluid from Table 2; these properties of self-preserving puffs in
crossflow are summarized in Table 3, as before.

The evaluation of the present self-preserving scaling relation-
ships for puffs in crossflow, as well as the best-fit value€of
C,, andx,/d based on the measurements, will be considered
next. Normalized radial and streamwise penetration distances of
puffs in crossflow are plotted according to the self-preserving re-
lationships of Eqs(15) and(16), withn=1/4 andx* for puffs in
crossflow from Table 3, in Fig. 4. Similar to the other flows that
were studied, near-source behavior differs depending on source
properties for each condition and distance from the source but the
puffs become self-preserving for these properties fgr(x,)/d
>40-50 which is similar to the behavior of puffs in still fluids.
Best-fit values ofC,, C,, andx,/d from the self-preserving mea-
surements illustrated in Fig. 4 for puffs are summarized in Table
4. The values for puffs in still fluids and crossflow are similar to
each other in Table 4 but the values@f suggest enhanced radial
growth of puffs in still fluids compared to crossflow, similar to the
observations for thermals; the reasons for this behavior also are
not known at the present time.
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Table 4 Summary of the empirical parameters for the self-preserving penetration properties of round turbulent thermals, puffs,

starting plumes and starting jets in unstratified still and uniformly crossflowing fluids a
Ambient €\ OF
Source Flow Re, Cyp/d Uy IV, (Xp—Xo)/d C C Cw X, /d
Thermal:
Diez et al.[3] Still 4,000—-11,000 8-34 © 0-110 2.7(0.05) 0.19(0.003) 8.0(0.7)
Present Crsfl. 2,500-15,000 7-35 4-35 0-200 (®85) 0.15(0.006) —12.5(1.5)
Pulff:
Diez et al.[2] Still 3,000-12,000 © o 0-100 2.6(0.06) 0.17(0.005) 8.5(2.0)
Present Crsfl. 3,000-16,000 o 7-27 0-160 3.6(0.03) 0.12(0.003) —20.6(2.5)
Starting Plume:
Diez et al.[3] Still 4,000-11,000 9-74 0-110 2.7(0.05)  0.16(0.006) 7.0(1.7)
Present Crsfl. 2,500-15,000 5-88 4-35 0-200 (0.83) 0.24(0.005) 0.41(0.009) 17.9(3.1)
Starting Jet:
Diez et al.[2] Still 3,000-12,000 0 0 0-140 2.8(0.06) 0.15(0.003) 0.0
Present Crsfl. 3,000-16,000 0 7-27 0-160 2.2(0.04) 0.20(0.004) 0.30(0.007) 2.0(3.7)

aSelf-preserving behavior as summarized here was observed beyond 20—30 source diameters from the source for flows in still fluids and beyond 40-50 source diameters from
the source for flows in uniformly crossflowing fluids. Experimental uncertairi@&spercent confidengén parenthesis. Also 1.0 and y/d=0.0.

Starting Plumes. The test conditions for measurements of thencreasing vertical distanc€lhis velocity is proportional to t(
properties of starting plumes in crossflow are summarized in Tablet,) ~* if the crossflow velocity is small compared to the
1, a visualization of a typical starting plume in crossflow is illusstreamwise velocity and the starting plume is nearly vertical from
trated in Fig. 5. Similar to the earlier visualization of a thermal irgple 2; whereas this velocity is proportional to-(t) ~Y° if the
Fig. 1, these images include side and bottom views of a typicglossflow velocity is large compared to the streamwise velocity
starting plume, taken at the time when the plume had reached #}g] the starting plume is nearly horizontal as will be demonstrated
largest distance from the source where the source and the tips@hsequently). As a result, the streamwise velocity eventually be-
the starting plume could be observed on one image. The lenglfines small and the trajectory of the starting plume in crossflow
scales that appear on the images are appropriate for streamWi&omes nearly horizontal far from the source where self-

radial and crosstream directions. An interesting feature of t’;ﬁ?eserving flow is approached as illustrated in Fig. 5. When this
visualization is that turbulent distortions of the lower surface ondition is reached the aspect raticatio of crosstream/

the flow(the side facing the sourgare smoothed out because this;eamyise penetration distantesthe flow is quite large and the

region is stable to buoyant disturbances whereas turbulent d'StQtrr'eamwise penetration of the flow approximates a two-
tions of the upper surface of the f'W‘.“e 3|d_e fa_wmg away from dimensional horizontal line thermal in a still fluid. Then, stream-
the s_ource)are enhanced becau_se this region IS unstable to bu ise motion of the line thermal, retarded along its sides by the
ant disturbances. Next, the vertical self-preserving penetration Ve, ot f1id. naturally leads to the flow becoming two nearly
locity of starting plumes in crossflow progressively decreases wi rizontal counter-rotating vortices aligned along the axis of the

starting plume as a whole. Evidence for this behavior is provided
by the bottom view of the flow in Fig. 5, where the darker regions
associated with the two vortices are separated by the lighter region
between them. Clearly, this observation implies that the self-
preserving motion in the streamwise direction should be based on
a horizontal line thermal in a still fluid, rather than a starting
plume in a still fluid for a starting plume in crossflow, even when
the crosstream velocity is small. Finally, the two vortex basic flow

100 ) l L] | L ' LJ l L l J

dmm) Re, QJ/A.d ujv. SYM. dimm) Re, QJAd u/fv. SYM.

LB B LR
[ EERT]

64 6000 16 12
64 6000 16 8
6000 24 17
64 6000 24 12
6000 32 17
64 6000 32 12

3.2 6000 127 16
3.2 6000 127 12
3.2 6000 127 8
32 6000 159 16
3.2 6000 159 12
6000 159 8

L L)
2N
P
@000 vADJd
w
N
CREI RS KN R4
1

§'~° o4 G0 32 8 32 soo0 2 12 configuration implies that maximum radial penetration normal to
S 10k 64 o000 48 8 32 6000 318 12 - the flow axis in a vertical plane,,, and maximum radial penetra-
< F 22 o w2 4  tion normal to the flow axis in a horizontal plane, taken as a
= - - maximum mean half-widthw,, are not the same. Notably, the
x: C - numerical simulations of plumes in crossflow due to Baum et al.
x T [34] exhibit qualitatively similar behavior.

9 The assumptions for consideration of the scaling of self-
preserving starting plumes in crossflow were the same as for
buoyant thermals and starting plumes in still fluid discussed ear-
lier and these assumptions will not be repeated here. In addition,
measurements of crossflow motion showed that the no-slip con-
vection approximation was quite reasonable, with Ed) satis-

? fied by C,=1.0 andy,/d=0, as discussed for thermals in con-
< nection with Fig. 2. Penetration in the streamwisg, and radial,
= rp, directions was still given by Eqg14)—(16). The conserved
property in the streamwise direction is given by the source spe-
PUFF IN A CROSSFLOW cific buoyancy flux per unit length of the line therm8l, , asso-
0.01 N B T PR T ciated with motion in this direction. The equation used to compute

B, is summarized in Table 3. Values oft*, andx* were found

in the same manner as for thermals and starting plumes in still
fluid; these properties of starting plumes in crossflow are also
summarized in Table 3 for convenience in comparing with other
flows having uniform crossflow considered during the present in-

20 40 60 80 100 120
VERTICAL PENETRATION DISTANCE, (x,-x,)/d

140

Fig. 4 Radial and streamwise (vertical ) penetration distances
of puffs in crossflow as functions of streamwise (vertical) pen-

etration distance
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100 mm

Fig. 5 Visualization of a starting plume in crossflow (d=6.4mm, Re,=5,000, p,/p.=1.150, €,/d=10,
Uy,/v,=7 and t=3.45s)

self-preserving conditions, represented by the half-width paramf the plume has passed a given location. Then the trajectory for
eterw,, is given by an expression analogous to Edf) for r,, steady plumes in crossflow can be obtained by noting thgt (
as follows: —Xo9), I'ps @NAWps are now functions of general displacement in
the crosstream directiony{y,), rather than just a particular
Wp/(Xp=Xo) = Cy (18) penetration distance. Then eliminating time from the expression
Evaluation of the present self-preserving scaling relationshifier x* for starting plumes in crossflow in Table 3, noting that the
for starting plumes in uniform crossflow, as well as best-fit valug®-slip convection approximation in the crosstream direction im-
of Cy, C;, Cy,, andx,/d based on present measurements, will bplies that ¢—tq)=(y—Y,)/v.. and recalling thalCy=1, a new
considered next. Normalized radial, half-width and streamwisgaling relationship for the streamwise penetration distance for a
penetration distances of starting plumes in crossflow are plottstbady plume in crossflow is found as follows:
according to the self-preserving relationships of Ed%), (16), .
and (18), with n=2/3 andx* for starting plumes in crossflow (Xps™Xos)/ X5 =Cys (19)

I:wom Table 3, in Fitg' 6'f Near-ioturc;e begf'::_vior vadrigg Sepen;:iing Qfhere the associated conserved property in the streamwise direc-
rce properties for ndition and distance from o -
€ source properues foreach test condition a stance Iro , B¢, andn andx} are summarized in Table 5. Similarly, the

source but the starting plumes become self-preserving for Bther steady penetration properties of steady plumes in crossflow

properties whenx,—x,)/d>40-50, similar to the other transient ;
flows in crossflow that were considered. Best-fit value<Cof ?gﬁo\t\?su.nd from equations analogous to EGES) and (18), as

C,, Cy, andx,/d are readily obtained from the measurements
and are summarized in Table 4 for comparison with the corre- Fps/ (Xps—Xos) = Crs (20)
sponding results for other flows. The order of magnitude of these
parameters is similar to the other flows studied during the pres
investigation. The details differ, however, because the counter- Wyo/ (Xge— Xge) =C 1)
rotating vortex structure caus€s to be larger for starting plumes psiiTps Tosh WS
in crossflow than in still fluids, whereds,, is even larger yetas a Present measurements of the trajectory properties of steady
result of the vortex structure. plumes in crossflow are plotted according to E(9)-(21) as
Finally, the steady-state trajectory of a starting plume in crosiinctions of the normalized streamwise penetration distance in
flow can be observed by letting the flow run for a time after the tipig. 7. Similar to earlier results for starting plumes in crossflow,
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0.01 ! ] ) ] ) ]
0 40 80 120 Fig. 7 Radial, half-width and streamwise  (vertical) penetration
VERTICAL PENETRATION DISTANCE, (x,-x,)/d distances of steady plumes in crossflow as functions of

streamwise (vertical ) penetration distance

Fig. 6 Radial, half-width and streamwise  (vertical ) penetration

distances of starting plumes in crossflow as functions of

streamwise (vertical ) penetration distance plumes in crossflow due to the increasexgfat each crosstream
position,y, as steady-state conditions are approached.

Starting Jets. The test conditions for measurements of the
self-preserving penetration properties are reached for the ste@typerties of starting jets in crossflow are summarized in Table 1.
plumes in crossflow wherx(s—x,s)/d>40-50. The correspond- Visualizations of starting jets in crossflow were qualitatively simi-
ing values ofC,s, C,s, andC,,s are summarized in Table 5. In lar to those of starting plumes in crossflow, illustrated in Fig. 5,
general,C,s>C, andC,,s>C,, for plumes in crossflow, suggest-and will not be repeated here. One change, however, is that buoy-
ing gradual growth of the flow crossection of the plume untint stability is not an issue for starting jets; therefore, turbulent
steady-state conditions are reached combined with greater hdiistortion of the boundary of the jets was similar in all directions
zontal width than vertical height due to the presence of the tvaround the axis of the jet. Similar to starting plumes, the stream-
parallel vortices along the axes of the plumes. Finally> X, for  wise self-preserving penetration velocity of starting jets in cross-
flow progressively decreases with increasing vertical distance
(This velocity is proportional tot(t4) ~ 2 if the crossflow veloc-
ity is small compared to the streamwise velocity and the starting

Table 5 Summary of equations and empirical parameters for jet is nearly vertical from Table 2; whereas this velocity is pro-

the self-preserving penetration properties of steady plumes

. — / . . -
and jets in unstratified and uniformly crossflowing fluids a portional to ¢—tq) 2B the crossflow velocity is large compared
to the streamwise velocity and the starting jet is nearly horizontal
Flow Conserved Property n e as will be demonstrated subsequenths a result, the streamwise

- velocity eventually becomes small and the trajectory of the start-
Plume  Bi=Qulpo—p-l/(p-v.) 213 (Bi¥(y—vedv.)?®  ing jets in crossflow becomes nearly horizontal far from the

Jet Mg = Qqlo /V=: 13 (Mg(y—Yodlv.) source where self-preserving flow is approached, giving a general
appearance similar to the starting plume in crossflow illustrated in

Flow” Cxs Cis Cus %s/d  Fig. 5. When this condition is reached the aspect rétiio of
Plume 1.9(0.08) 0.36(0.008) 0.49(0.015) 25.6(4.5) CcCrosstream/streamwise penetration distanoéshe flow is quite
Jet 2.3(0.08) 0.23(0.005) 0.31(0.011) 6.1(2.7) large and the streamwise penetration of the flow approximates a

two-dimensional horizontal line puff in a still fluid. Then, stream-
dCommon equations: Streamwise penetratiorys£X,9/xt =Cys Radial penetra- wise motion of the line puff, retarded along its sides by the am-
fion: rs/(Xps— Xo3) = Crs. Half-width penetration: w/(Xps—Xod = Cus . bient fluid, naturally leads to the flow becoming two nearly hori-
Self—pre;ewlng behavior s‘ummanzed here_ was observed for the test condmons SYBntal counter-rotating vortices aligned along the axis of the
marized in Table 4 for starting plumes and jets beyongd{x,¢/d>40-50. Experi- . . . . . .
mental uncertaintie§95 percent confidengén parentheses. Also & Cy=1 and starting jet as a whole. Evidence for this behavior was provided by

Yo=Yos=0.0. the bottom views of the flow, which yielded images very similar
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to the two-vortex images seen in the bottom view of the startin

plume in crossflow illustrated in Fig. 5. Thus, the geometrica 400 dewm Re, ujv. SYM. dmm Re, ujv, SYM.
features of the flow structure of starting jets and plumes in cros: a2 200 7 e 3000
flow are similar, with the properties of each crossection of th 32 4000 13 64 3000
flow characterized by radial penetratian,, normal to the flow £ 3.2 8000 12 6.4 5000
is i i i i = 32 8000 21 6.4 10000
axis in a vertical plane, and radial penetration normal to the flo < 10 32 16000 64 10000

axis in a horizontal plane characterized by the half-width,

The assumptions for consideration of the scaling of self
preserving starting jets in crossflow were the same assumptions
nonbuoyant puffs and starting jets in still fluids discussed earlie
and these assumptions will not be repeated here. In addition, me
surements of crossflow motion showed that the no-slip convectic
approximation was quite reasonable, with Efj7) satisfied by
C,=1.0 andy,/d=0. Penetration in streamwisg,, radial,r,
and half-width,wp, directions was still given by Eq$14), (16),
and (18). The conserved property in the streamwise direction i
given by the source specific momentum flux per unit length of thv}
line puff, M, associated with motion in this direction. Values of ;=
n, t*, andx* were found in the same manner as for puffs anc= 041
starting jets in still fluid. The resulting values df/, n, t*, and
x* are summarized in Table 3 for convenience in comparing thes
properties with other flows in crossflow considered during the
present investigation. 0.01

Evaluation of the self-preserving scaling relationships for start
ing jets in crossflow, as well as best-fit valuesxf, C, , C,,, and
Xo/d based on the present measurements, will be considered ne
Normalized radial, half-width and streamwise penetration dis a
tances of starting jets in crossflow are plotted according to th=
self-preserving relationships of Eqd5), (16), and(18), with n
=1/3 andx* for starting jets in crossflow from Table 3, in Fig. 8.
Near-source behavior varies depending on the source propert

3.2 16000

o

(6, (M

0.1

STARTING JET IN A CROSSFLOW

for each test condition but the starting jets become self-preservir .94 ) l A l 1 l 1
for all properties whenx,—Xx,)/d>40-50, similar to the other (1] 40 80 120 160
transient flows in crossflow that were considered. Best-fit value VERTICAL PENETRATION DISTANCE, (x,-x,)/d

of Cy, C,, C,,, andx,/d are readily obtained from the measure-

ments and are summarized in Table 4 for comparison with tify. 8 Radial, half-width and streamwise  (vertical) penetration
corresponding results for the other flows. The order of magnitudistances of starting jets in crossflow as functions of stream-

of these parameters is similar to the other flows studied during twise penetration distance

present investigation. The values ©f are larger for starting jets

in crossflow than in still fluids, whereas the value@j>C, as a

resglt (Ijlf the IV\(/jo-vortex structure of the flot;/v. dqf . .cally downward into crossflowing fresh water within a water
Finally, steady-state trajectories were observed for starting jef§annel. The test conditions consisted of source exit diameters of

flow, 8.9..Xps, Tps, andwys, are still given by Eqsi19)-(21)but g4 rce fluid(for thermals and puffsconsisting of 16318 source
with the associated conserved properties in the streamwise d"ﬁﬁa‘meters, vertical penetration distances of 0—200 source diam-
tion, M, andn andxg as summarized in Table 5. eters and 0—13 Morton length scalésr buoyant flows)yand hori-

Present measurements of the trajectory properties of steady j@dfital penetration distances of 0—620 source diameters. Major
in crossflow are plotted according to Eq$9)—(21) as functions conclusions of the study are as follows:
of normalized streamwise penetration distance in Fig. 9. As be-1) The flows became turbulent near the source exit, at stream-
fore, self-preserving penetration properties are reached for stegglye distances of 0-5 source diameters from the source; although
plumes in crossflow wherx(s—X,5)/d>40-50. The correspond- near-source behavior varied significantly with source properties
ing values ofCys, Cs, andCy are summarized in Table 5. In and distance from the source, self-preserving behavior for all pen-
generalC,s andC, are smaller for jets than plumes for the sametration properties generally was observed at streamiwéséical)
reasons mentioned earlier for comparisorCpfandC,, for these  distances greater than 40—50 source diameters from the source.
flows. Finally,x,s>X, for jets in crossflow due to the increase of 2) For all the flows in crossflow considered during the present
Xp at each crosstream positioy, as steady-state conditions arestydy, crosstreanthorizontal) penetration of the flows was well
approached. represented by the no-slip convection approximation.

3) For all the flows in crossflow considered during the present
. study, streamwisévertical) motion at self-preserving conditions
Conclusions scaled in a more complex way than crosstre@orizontal) mo-

Scaling relationships for the temporal development of rourtibn. For puffs and thermals, self-preserving motion in the stream-
turbulent thermals, puffs, and starting plumes and starting jetsise direction was identical to the self-preserving motion of the
were evaluated based on experiments emphasizing self-presergame flow in a still fluid. For starting jets and plumes, however,
behavior in unstratified crossflows having uniform velocities. Thine self-preserving streamwise motion of these flows scaled ac-
test conditions consisted of dye-containing fré&ir nonbuoyant cording to associated flows, e.g., according to a horizontal line
flows) and salt watelfor buoyant flows)sources injected verti- puff in a still fluid for a starting jet in crossflow and according to

Journal of Heat Transfer DECEMBER 2003, Vol. 125 / 1055

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(NIST) Grant No. 60NANB1D0006, with H. R. Baum of the
Building and Fire Research Laboratory serving as Scientific Of-
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dimm} Re,  ufv. SYM. gmm) Re,

3.2 4000 6.4 3000
3.2 4000 6.4 3000

32 8000 6.4 5000 Nomenclature
3.2 8000 6.4 10000

32 e 6.4 10000 25 < A, = source crossectional area
—_— B, = source specific buoyancy force, B§)
B, = source specific buoyancy flux, E(R)
B, = source specific buoyancy flux per unit length for a
line thermal, Tables 3 and 5
C, = radial penetration coefficient, E¢L6)
C,s = radial penetration coefficient for steady plumes and
jets, Eq.(20)
C,, = half-width penetration coefficient, E¢18)
Cus = half-width penetration coefficient for steady plumes
and jets, Eq(21)
C, = streamwise penetration coefficient, Edj4)
C,s = streamwise penetration coefficient for steady plumes
and jets, Eq(19)
C, = crosstream penetration coefficient, E#7)
d = source diameter
f = mixture fraction, Eq(13)
g
L

Ly v B

-
o

(xps-xus)I(M

= acceleration of gravity

2 = source passage length
2 Lo = length of source passage containiQg
= ¢mp = Morton length scalefor a plume, E(L)
3 STEADY STATE i = Morton length scale for a thermal, E(Y)
JETINAgggSSFLOW M, = source specific momentum force, H§)
(Top) M, = source specific momentum flux, E®)
M/ = source specific momentum flux per unit length for a
0 40 80 120 line puff, Tables 3 and 5
(X5 X, n = time exponent, Eq(14)
Q, = volume of injected source fluid
Fig. 9 Radial, half-width and streamwise  (vertical ) penetration Q, = volumetric rate of injection of source fluid
distances of steady jets in crossflow as functions of stream- Re, = source Reynolds numbar,d/v,
wise penetration distance r = radial penetration normal to flow axis in a vertical
plane
t = time

t* = self-preserving time scale, E¢L4)
a horizontal line thermal in a still fluid for a starting plume in u = streamwisgvertical) velocity
crossflow. This latter behavior for buoyant flows is qualitatively v = crosstreanthorizontal)velocity
similar to the results of numerical simulations due to Baum et al. w = radial penetration normal to flow axis in a horizontal
[34]. plane
4) Turbulent distortion of starting jets in crossflow is similar x = streamwisgvertical) distance
for all azimuthal angles around the axis of the flow. This is notthe x* = self-preserving length scale, E@Q5)
case for starting plumes in crossflow, however, where distortion y = crosstreanthorizontal)distance
on the side toward the source is retarded due to the buoyant sta- v = kinematic viscosity
bility of this region whereas distortion on the side away from the  p = density
source is enhanced due to the buoyant instability of this regionS
5) Combining the no-slip convection approximation in the
crosstream direction with self-preserving scaling in the stream- d = delay
wise direction yielded good predictions of the penetration trajec- P = maximum penetration location
tories within the self-preserving region of the flows. In addition, S steady-state flow property
the same approach was successfully applied to correlating the 0 = source value or virtual origin location
steady trajectories of nonbuoyant jets and buoyant plumes in uni- % = ambient value
form crossflows.
It is somewhat surprising that the presence of crossflow did nQlaferences
modify the range of conditions where self-pre_serv_lng bEhaVIC-.r 1] Sangras, R., Kwon, O. C., and Faeth, G. M., 2002, “Self-Preserving Properties
was o_bserved compared to the. present flows in still fluids. Thls[ of Unste’adl); Roun'd l.\lorl{buoyant TL;rbL.Her.l]t Start'ing Jets and Puffs in Still
behavior may very well change in the presence of stronger cross- Fiuids,” ASME J. Heat Transfer24, pp. 460—469.
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the future. Preserving Properties of Unsteady Round Nonbuoyant Turbulent Starting Jets
and Puffs in Still Fluids,” ASME J. Heat Transfet25, pp. 204—-205.
[3] Diez, F. J., Kwon, O. C., Sangras, R., and Faeth, G. M., 2003, “Self-
Preserving Properties of Unsteady Round Buoyant Turbulent Plumes and Ther-
mals in Still Fluids,” ASME J. Heat Transfef,25, pp. 821-830.
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Radiative Heat Transfer
Properties of Electro-Controllable
Jeffrey B. Hargrove Fll"ds

Mem. ASME
e-mail: jhargrov@kettering.edu
Department of Mechanical Engineering, Active control of radiation heat transfer in liquids can be accomplished with the use of a
Kettering University, class of fluids referred to here as electro-controllable (EC) fluids. EC fluids in general
1700 W. Third Avenue, consist of a colloidal suspension of polarizable, micron-size particles dispersed in a
Flint, MI 48504 carrier fluid with an appropriate dielectric constant. When an electric field is applied, the
particles redistribute in the fluid, changing from a uniformly dispersed configuration to a
tightly organized chain formation that follows the lines of the electric field, thus causing
John R. Lloyd a change in the thermal radiation transport. In an example application, experiments are
conducted and models are developed for thermal radiation transmittance through a com-
Clark J. Radcliffe posite window featuring a central layer of EC fluid. The specific EC fluids of this study are
made of micron-sized Zeolite particles suspended in a light Silicone oil carrier fluid of
Department of Mechanical Engineering, appropriate dielectric strength. The incident thermal radiation ranged in wavelength be-
Michigan State University, tween 500 nm and 800 nm, and the strength of the applied electric field ranged from 100
East Lansing, M 48824 V/mm to 500 V/mm. The models are applicable for both the dispersed organizational state
and the field induced chained state. Absorption was demonstrated to be the fundamental
radiation transport property enabling the control process. The EC fluid transmittance
predicted by these models are compared to the data obtained by experimental measure-
ment demonstrate very good agreemefDOI: 10.1115/1.1621894
Keywords: Control, Heat Transfer, Modeling, Radiation, Rheological
Introduction the void regions. Both regions are aligned with the direction of the

Electro-controllable(EC) fluids are suspensions of highly po-EIeCmC field lines. This_ rgdistribution of the particles modifies the
larizabl . -sized il ded i ier fluid sPatlaIIy ave(aged radiative Fra.nsmlttariﬁé. .
arizable, micron-sized particles suspended in a carrier fluid ofgqme particles scatter radiatiph,8]while others absorb radia-
substantially different dielectric constant. When the fluid is Suly,, ~Scattering and absorption together are typically termed ex-
jected to an externally applied electric field of sufficient strengthinction. Under the assumption that the multiple scattering does
the particles, which are initially uniformly dispersed, form particlg,ot exist, the classic Mie solution for light extincti¢@—13] could
chains that align with the electric field |ineS, as illustrated in F|g3€ emp|0yed to model the radiative properties of an EC fluid.
1. Upon removal of the electric field, the particles can resume The objective of the present investigation is to experimentally
their random distribution. The process of electrically inducegheasure the radiative properties of absorption, transmission and
chaining is reversible. reflection of an EC fluid, and to identify the dominant properties
With the onset of field-induced particle chaining, the spatiallgontrolling radiative energy transport in EC fluids. Empirical
averaged properties controlling conductive, convective and radiaodels for absorption, reflection and transmittance as functions of
tive thermal energy transport changlg. Zhang and Lloyd2,3] particle size, volume fraction, radiation path length and applied
and more recently Yanju et dl4] have demonstrated that radia-electric field strength are developed. Strategies for control of the
tive transmittance in EC fluids is significantly increased when tH&operties and the consequences of being able to control the prop-
particles are in the field-induced chained state. Supporting woKies are discussed.
has shown that control of the electric field used to drive particle
chain formation does indeed produce thermal fluid systems Apparatus and Experimental Methods

which desired levels of energy transport can be actively con-|n order to measure the radiative properties of the controllable
trolled. The use of feedback control on internal particle organizguids a glass-walled composite window was constructed as shown
tion has produced the ability to control effective thermal energy Fig. 2. The composite window consisted of two pieces of 1 mm
transport propertief5]. These studies motivate the developmenhick soda lime glass separated by a butadiene gasket. The center
of a model that describes the controllable elements of the propef-the gasket was cut to form a chamber for the EC fluid sample.
ties of the fluids. This suggests the possibility that the therm@ihe composite window was mounted in a stainless steel support
transport properties could be controlled including the thermal réiat was designed so that the incident radiation beam was always
diant energy transport. normal to the plane of the window.

With a low concentration of particles in the fully dispersed The glass was coated with a 900 angstrom thick layer of
state, under a zero-electric field condition, each particle acts ifslium-tin oxide(ITO) that served as the electrodes. This resulted
attenuate incident radiation by either scattering or by absorptidi.a uniformly distributed electric field across the window glass
Upon the application of an external electric field, the process 8fd through the EC fluid. The 900 angstrom coating resulted in a
chain formation begingsee Fig. 1), thus producing regions ofnormal transmittance through the coated glass of 92 percent total

attenuation by the chains and regions of energy transmission gnsmission. _ } i
Other components in the apparat(&g. 3) used for taking

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF radiative transport data consisted of a PC-based spectrometer, a

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 30, 2001',[U“g.5ten'ha|099n. lamp and associated optics. The light source
revision received June 30, 2003. Associate Editor: J. P. Gore. provided energy in the wavelength range of 500 nm to 800 nm.
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Fig. 1 Conceptual schematic of EC fluids Fig. 4 Zeolite particles, average diameter 25 microns

rring process. Prior to filling the cavity of the EC fluid window,

Radiative energy was transmitted to the composite window usi Q ; . ; ) ;
a 400um fiber optic cable with a 3-millimeter diameter colIimat-ﬁgiif)lr']ge(}irlavczsi?'rtrtzggﬁrtehéough the glass windows filled only with

ing lens attached to its end. Radiation transmitted through tR . . . .
window was received by a similar collimating lens, which was Pfalrlame.ters of the EC fluids studied and their ranges are given
positioned normal to the composite window connected to the igS follows:
put of the spectrometer by another fiber optic cdlilé]. - Particles of 11, 25, and 40-micron diameters were studied
The electro-controllable fluids employed in this study were « Particle volume fractions varied from 0.0028.25 percent)
composed of particles of anhydrous crystalline Zeolite suspended to 0.0150(1.5 percent)
in polysiloxane silicone oil. To insure control of water adsorption, « Electric field strengths ranged frob = 100V,,,¢/mm to V;
and repeatability of experiments, the particles were baked at =500V,,./mm, at a frequency of 60 Hz
150°C for 30 min. Measurements of particle weight were usede. Path lengths were varied between 0.7 mm and 2.2 mm
during the baking process to determine when the particles were
dry. Figure 4 shows an electron micrograph of 25 micron diamet
Zeolite particles, Model Development
To insure uniform dispersion of the particles, the suspensionThermal radiation energy transport in an absorbing, emitting,
was stirred prior to each experiment for 10 min, and then allowedhd/or scattering medium is described by the radiation transfer
to set for 10 min to eliminate all air bubbles created during thequation15]. Since operating temperatures involved with EC flu-
ids are typically low, the contribution due to emission is ne-
glected. Transport of a beam of energy of wavelengthassing
through a medium is a function of the transport properties of the

ITO Gasket N medium and the path length through the mediungs8<L. The
o]k, __ Lens Holder change in intensity of an incident beamdue to absorption in the
Electrode Glass\ ' distanceds is thus written as
lnsulator\ . Holder Plate dlaps —kylds (1)
HolderPlate ______ ; X . / where the negative sign denotes a decrease in intensitys,arsd
the absorption coefficientSimilarly, the portion of the energy
Lens Holder

traveling through the medium that is redirected or scattered is
given as

\

\ Insulator
Electrode Glass

Fig. 2 Schematic of EC fluid window

dlge= — oy 1ds )

where o, is the scattering coefficient for all directions. When
emission and in-scattering are neglecteel. 8,L<1), and if the
medium is homogeneous, the simple Beer’s Law relationship is
appropriate

[ Fiber Optic Cables and Optics ) I(s)=1(0)e A 3)

where

Br= K\t oy (4)

is the extinction coefficient for the medium. For a particulate me-
dium, the extinction coefficient may be written as

Br=N(Cscat Cand (5)

whereN is the number of particles per unit volume a@d., and

Caps are the scattering and absorption cross-sections. Beer’'s Law
gives an expression for the intensity of radiation at any psint
along the path length as a fraction of the intensity entering the
medium ats=0. The ratiol (s)/1(0) is the transmittance, and is

Light Source

ER Fluid Window

Fig. 3 Schematic of experimental apparatus

Journal of Heat Transfer

denoted by the symbat.
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Fig. 5 Side view of volume of EC fluid with energy terms

A beam of light is attenuated by both absorption and scatterin§ubstituting Eq(12) into Egs.(9) and(10) yields a simple model
Although absorption may be the dominant mode of attenuatiofor transmittance in terms of the EC fluid particle volume fraction,
scattering is never entirely absé@B]. If the effect of scattering is path length and particle size
minimal, the absorption can be modeled as the sole cause of a3t
attenuation. T=e P (13)

Attenuation by particles is related to their size and optical prop- L o
erties. An electron micrograph of Zeolite, in Fig. 4, shows that th he extinction coefficient is

surface of the Zeolite particles is rough and dominated by pockets 3f
on the order of microns. Zeolite particles thus are expected exhibit = v (14)
significant absorption by multiple reflections within the pockets 2a

on its surfacg 15], which suggests that the particles may be mod-
eled as black.

Since the surface characteristics indicate that absorption will
strong, we may presume that the absorptive inklexreasonably
large. Considering the radiation wavelengths employed in this i
vestigation, one can see that the value of the parameter

Consider now the case where the particles form chains in the
resence of an electric fieM; with field lines oriented parallel to
%heam of incident radiant energy. We assume also that a uniform

incident energy beam illuminates the EC fluid. The beam can be

ﬂiought of as a cylinder of cross-sectional afeg, and its length

is the path lengtlit.. Experimental observatiorj4d6] revealed that

kx=2kmal\ (6) the optical path can be characterized as two parallel paths: one

will be much greater than one. Therefore, we may treat the p(%imed by the presence of the particle chains and by the presence

A ; y 7 tubes of fluid and a small number of unchained particles at
ticles as large opaque spheres and invoke the extinction para

) - - ) re or less random locations.
which states that a large particle will remove twice the amount of |, s, e preliminary experiments, the authors observed that the
light from an incident beam as it can intercept. Hence, the exti

i ffici defined Nfase of the field-induced chains, which is immediately adjacent to

1on etficiency, defined as the electrodes, contains multiple particles that form a typically

Qexi= Cext/ ma° (7) conical geometry[lﬁ]._ The incident radiant energy is complet_ely
absorbed by the particles of the base of these cones. There is then
a portion of the cross-sectional area of the cylindrical volume

Ceoxi=Cabst Csca (8) (Acg) that is completely blocked by the cumulative area defined

) ] ] . by the base of the chaing\g).

will always have a value of exactly twWi®]. Since particles of this ~ ~ - <ider then a beam of energy per unit argiag] with cross-

size are described well by geometric optics, where the projectgg

. : o X ctionAcs. As illustrated in Fig. 5, the total energy striking the
area of a particle for absorption and reflectionri&, half of this TEC fluid at x=0 is reduced as it passes through the fluid via two

extinction efficiency is due to diffraction. Exactly how much ofmechanisms(1) a complete absorption of energy in the area

the other half is due to absorption, and how much is due to fgpcked by the chains and their base, #2yla partiai absorption

flection, will depend upon the reflectivity of the particle surfaceyt energy via extinction by the remaining particles which exist in
In an effort to determine the role of reflection in the energy,o fluid tubes. Thus. one can see that

transport through the EC fluid, the light sensor of the spectrometer
was moved in small increments along a direction transverse to the (
=

where

incident beam and transmittance levels were measured. The re-
sults clearly showed that there was negligible transmittance in
directions other than that of the bedfi]. Hence, it was assumedpor the case wherfg=Acs transmittance will be zero, and the
that the dominant mode of attenuation in these EC fluids is a@ase whereAg=0 transmittance will be given by the model for

1- | e At 15
Acs (15)

sorption and that reflection played at most a minor role. purely dispersed particles.
Equation(3) may then be rewritten asinder the assumption of * |t remains now to determindg and 8, as a function of the
uniform distribution of the particlgs specific EC fluid properties and the applied field strength. The
r=e Bl 9) cross-sectional area of the beag), the radiation path length

(L) and the particle volume fractiorf () are not affected by field
Combining Egs.(5), (7), and (8) yields an expression for the strength.
extinction coefficient As stated previously, visual experimental observations revealed
B, =ma?NQ (10) that a number of particles present in the EC fluid form conical
A ext geometries at the base of the chdih€]. The observed cone typi-
The number of particles per unit volume may then be expressedgagly exhibited a tightly packed, hexagonal pattern similar to that

f shown in Fig. 6.
- v (11) The base of the typical chain was approximately five particle
VolUME,articie diameters across. If we define the number of particles across the
and if the particles can be modeled as spheres of uniform size, s a® (heren=5) then the total number of particles in the base
equation becomes layer is given by
3f (n—1)12
N=—" (12) Pease=N+ >, 2(n—i) (16)
4’7Ta i=1
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ER Fluid Particles

Fig. 6 Modeled particle geometry at the base of the electrode

Fig. 7 Volumes excluded in the approximation of Eq. (28)

The area blocked by the baskg,p, is the area of the hexagon
made by connecting the center points of the particles at the verti-
ces of the hexagon of Fig. 6, the area of the outer portions of those

six particles at the vertices, and the areas of the half-circles for the B f, B 3f,Acdl
particles along the edges of the hexagon. Accordingly, the block- Ny= —Acd= 3 (24)
! . A particle 4ra
ing area of the typical end of a chain is
) The maximum number of possible chairG,(,,) is
3[(n—1)a 3(n—1)—6
Aenp= i 2] +( ( ) wa?+6| = wa? Ny
V2 2 3 Cmaxz% (25)
17)
The number of potential chains present now remains to be d-lé"s) l::‘ds to an expression for the maximum total blocking area

termined. First, consider the number of particles that make up tHeB

conical structure at the ends of the chains. Particles will typically As=1C jnax Aenp (26)

form in successive, distinct hexagonal layers of fewer particles . . .

away from the base layer. This continues until a chain of singiéherélCmayis defined as the integer value Gf,,,. The number

particles is initiated which will in turn reach across the medium t8f Particles remaining that do not form chaiti,sp, can now be

the counterpart base formed at the opposite electrode. Thus, jgtermined

ticles at the electrode will form a hexagonal shape with a number Poise=Ny—(1C max Periam) 27)

of particles across the base On top of that another hexagonal

layer will form of n—2 particles across its base, followed byNaturally, when chains form there will remain a smaller volume

another ofn—4 particles and so on until a single particle chain i§0r the unchained particles to reside. This is given by

E;iztzciivér:rg mtiesllayer having a number of particles across its Virso=Acsl — (1C e Perany- 4/3ma’) 28)
Thus the number of particles in a cone is given by Equation(28) is an approximation since it neglects the volume

between two particles in a chain and the region defined by an

n? R outer shell a distance ofa&2away from the cone where particles
Pcone= ng p+ Zl 2(p—i) (18)  cannot reside. This is illustrated in Fig. 7.
Thus a new volume fractiorf(,), which is the volume fraction
where of the unchained particles in the reduced volume, can be deter-
) mined
p=n—2(j—1) n=357... (29)
. . 4/37Ta3PD|Sp
The number of levels present in a cone is N VIS (29)
DISP

n-1

NLEVELS:T (20) This reduced volume fraction is now used in the extinction coef-

ficient term of the basic model E)

Thus the total number of particles in a chain is determined by 3f,,
adding the particles present in the two base cones plus the par- ﬁm=z (30)
ticles forming a single chain between them
_ The primary effect of applied electric field is to form chains
Pcran=2Pconet (L= 2N eveis  22)/2a (21) from otherwise dispersed patrticles. Very low field strengths often
Equation(21) can be rewritten as are observed to form small numbers of complete chains that reach
from one electrode to the other. The actual number of chains thus
Pchain=2Pconet L/12a— 2N gveLs (22) can be less thaft,,,. Large field strengths create longer chains,

approachingC,,.. This gives rise to the concept of a chaining

or, in terms of the relationships so far developed efficiency factor, n(V;), that is a function of field strength.

(n-1)/2 (p—1)/2 L n—1 Hence, the actual number of chains fornteds
Pcran=2 2:1 p+ 2:1 2(p—i) +£_2(T> C
i= i= V)= 31
(23) 77( f) Cmax ( )

It is also necessary to determine the number of particles availableAn empirical relationship for chaining efficiency as a function
in a specified volumeNy). Consider the ratio of volume fraction of field strength was determined that best-fit the experimental data
to the volume of particles as a measure of particles per unit vol-

ume. For the illuminated volume of Fig. 5, based on the assump- (V()=0.9 Vi |\ 32)
tion that the total number of particles is K T\ Vi+20
Journal of Heat Transfer DECEMBER 2003, Vol. 125 / 1061
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9 Table 1 Experimentally averaged versus calculated extinction

s K =0.68 coefficients
K=1.39
7 K =280 K (experimentally
§ 6 m  fv=.0025 Volume fraction averaged) B, (calculated)
£ sf| a veos . 0.0025 0.68 0.68
§ L e weo . 0.0050 1.39 1.36
s 0.0100 2.80 2.73
e 3
c ()
v 2
1
B e TR R B I R The experimentally averaged extinction coefficients of Fig. 8
S B * 2% \were then compared to coefficients calculated directly from Eq.
Pathlength (mm) (14). The results are tabulated in Table 1. Note that the largest
difference between experimental and calculated values is 2.6 per-
Fig. 8 Transmittance in dispersed state for varying volume cent.
fractions as a function of path length In further experimental work, transmittance through EC fluids

made with particles of varying size was measured. As stated ear-
lier, the particle diameters @ were 11, 25, and 40 microns
It must be understood that this relationship is empirical and isspectively. The volume fraction for each of these fluids was held
representative of our experiments. The 0.96 factor is an empirigdla constant value of 0.005. Again using [E®), average extinc-
constant that ensures thafV;)<1. The model for transmittance tion coefficients are determined based on these measurements.

can now be written in the form: Figure 9 shows the measured transmittance data points with ex-
tinction lines drawn using the average extinction coefficients.

=|1— 7(V)IC max Aenp .o ARt (33) Once again, these average extinction coefficients are compared
Acs to theoretical values calculated directly from E#j4), with these

results tabulated in Table 2.

Note here that the largest difference between experimental and
calculated values is 3.7 percent.
. . Figure 10 presents experimental data of transmittance as a func-
Experimental Uncertainty tion of volume fraction taken af;= 160 V,,/mm. Superimposed

Prior to the presentation of transmittance measurements, exp@gainst this is a line drawn to represent the model of B§).
mental uncertainty is addressed by considering ([#8) and re- Table 3 summarizes comparisons of transmittance from experi-
writing transmittance in terms of transmitted energy through tHgental results to model prediction values. Note that the largest
EC fluid (1) divided by transmitted energy through an empty winerror difference between experimental and calculated values is 9.8

dow (I,). The measured energy transmitted through the EC fluRercent. ) ) )
has been modeled as Experimental evidence of the effect of field strength is pre-

3t L sented in Fig. 11. Here we see that the increase in transmittance as
=158 (34)  field strength increases is not dramatic, but is clearly significant. It

Measurement error levels acceptable in experimental analy$isa/So evident that as field strength increases, the data scatter
were determined, and the contribution due to measurement of vi§inds to decrease. This supports the concept that at higher field

ume fraction was found to be most critical. This was calculated t§§rengths, not only is the chaining efficiency greater, but also a
higher order of uniform chain structure is realized. Thus, it is

Values forlC ., Aenp, and By g are determined from Eq§25),
(17), and(30), respectively.

the formula:
ol 2 |al 2 ol |2 a1 |22
ERROR%WO(SIO + a—fvéfv + I(SL + ﬁﬁa 45
(35) 4 K=0.37
Maximum errors in the experimental measurement of transmitte 35 i:?iz

beam intensity were found to be 14.0 percent. 34

A 2a=11pm
| 2a=25pum
2 ® 2a=40pm

ransmittance)
N
v

Results and Discussion

Experiments were conducted throughout the investigation ifz 15
which data from multiple trials was collected. In all cases, mea’ 1 °
surements were made after sufficient time to observe a stear g5
measurement on the instrumentation utilized in the experiment: o A L
apparatus. In all cases, transmittance values were measured ¢ 0 02 04 06081 1214 16 18 2 22 24 26 28 3
wavelength of 684 nm, which was representative of the locatiol Path length (mm)
of average transmittance levels over the entire spectrum.

Consider first transmittance as a function of beam path leng#ig. 9 Transmittance in dispersed state for varying particle
Energy transmitted through EC fluids with particle volume fracsizes as a function of path length
tions of 0.0025, 0.0050, and 0.0100 were first measured for pa
lengths ranging from 0.8 mm to 2.2 mm with no electric fiel fficient
applied. Each of these fluids used particles that had an avergge ''en's

{ . _—
znjle 2 Experimental averaged versus calculated extinction

diameter of 11 microns. From measured transmittances for each K (experimentally

volume fraction, Eq.(9) was used to determine correspondingarticle Diameter averaged) B (calculated)
extinction coefficients, and these coefficients were then averaged L am 142 136
(K). Figure 8 shows the measured transmittance data points plot- 5z l,tim 059 0.60

ted on a natural logarithm scale with linear extinction lines drawn 40 um 0.37 0.38

using the average extinction coefficielits
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1 Table 4 Experimental versus calculated transmittance levels
(V=160 V,ps/mm, L=1.9mm, 2a=11 um)

0.9
/ Average
0.8 e Field Strength Experimental Model Prediction
/ (Vyms/mm) Transmittance (Eq. 33)

e o7 100 0.44 0.47
2 : )
£ / 200 0.55 0.58
£ 08 4 300 0.61 0.62
£ / , 400 0.63 0.64
g 05 500 0.64 0.65
g /
£ o4

AN

D Experimental

o2 o / — Mode! .— Conclusions

An analytical/empirical model has been developed for EC fluids

0.2

/ made of Zeolite particles that describes radiative heat transfer
0.1 through a composite window. An empirical particle chaining effi-
M ciency coefficient for electric field strength is proposed. This
oLF

model was developed based on the assumption that the dominant

mode of attenuation is due to absorption, and that the role of
Volume Fraction scattering is negligible.

Fig. 10 Transmittance in the chained particles state as a func- EXpenmema! data was taken that s_hows excellent agreement

tion of volume fraction (V,=160V,,./mm, L=19mm, 2a DPetween experimental levels of transmittance and those predicted

4 0.0025 0.005 0.0075 0.01 0.0125

=11 um) from the model. This demonstrates that attenuation of radiation
can be predicted by treating the dominant mode of extinction as
absorption.

This basic model for describing radiative heat transfer in EC
suggested that much more predictable transmittance levels carflBiéls provides a useful design tool for applications utilizing the
obtained with higher field strengths. In the graphic, an EC fluid fhiquely controllable properties of EC fluids.
volume fraction 0.0075 was subjected to increasing field strengths
until arcing across the electrodes occurred. Acknowledgments

Table 4 summarizes comparisons of transmittance from math-_l_hi work w. riall rted by the Composite Center at
ematically averaged experimental results to model prediction val- S WO as partially supported by the Lomposite Lenter &

ues. Note that the largest error difference between experime Fhltgan State University and through a State of Michigan REF
and calculated values is 6.8 percent. rant.

Nomenclature
a = mean particle radius

Table 3 Experimental versus calculated transmittance levels f, = particle volume fraction
(Vi=160 Vipps /mm, L=1.9mm, 2a=11 pm) f,r = reduced volume fraction
Experimental Model Prediction K i g_bsor_ptlve '.”dex
Volume Fraction Transmittance (Eq. 33) u = direction unit vector .
Ag = area of blocking particle-chain face
0.0025 0.77 0.83 = - i
00050 069 0es AACS = crossbsleclilogatljl areaéI f e cha
0.0075 0.59 0.56 eno = area blocked by end of particle chain
0.0100 0.49 0.46 C = actual n_umber of part]cle chains
0.0125 0.41 0.37 C.ps = absorption cross section
Cext = extinction cross section
. Cca = Scattering cross section
’ Cimax = maximum number of particle chains
os ( gs" = beam energy per unit area
’ | = incident energy
4 | .s = incident energy absorbed
g o8 [ |, = incident energy through an empty window
s lsca = incident energy scattered
T IChax = integer value of maximum number of particle chains
° - K = calculated experimental average extinction coefficient
H © Experiment Set 1 _ . . .
g 03 D Experimentsetz [] L = the extinction path length of EC fluid
— Modet n = number of particles across chain base
0.2 N = number of particles per unit volume
N eveLrs= humber of particle levels in a cone
0.1 Ny = total number of particles per volume of EC fluid
Pease = humber of particles in the base layer
oF Pcuan = number of particles in a single chain
1) 100 200 300 400 500 Pcone = number of particles in the base cone
Field Strength (Vrms / mm) Poisp = particles that do not form chains
ext = extinction efficiency
Fig. 11 Effect of field strength on transmittance (Vs s = directional variable
=160 V,,s/mm, L=1.9mm, 2a=11 um) Vpise = reduced volume for unchained particles
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V; = RMS voltage field strengtkvolts per millimetey [6] Tabatabai, S., 1993, “Aspects of Radiation Heat Transfer in ER Fluid Based
Vparticle = volume of an individual particle Composite Windows,” StudienarbeiBtudent Thesjs Rheinisch-Westfalrsche

X = particle size parameter Technische Hochschule Aachen/Michigan State University.
_ . . . . [7] Mimouni, Z., Bossis, G., Mathis, C., Meunier, A., and Paparoditis, C., 1990,
B: By extinction coefficient “Field Induced Structure in a Colloidal Suspension,” Prog. Colloid Polym.

Br = reduced extinction coefficient Sci., 81, pp. 120-125.

n= eff|C|en<_:y factor_ . [8] Ginder, J. M., 1993, “Diffuse Optical Probes of Particle Motion and Structure
k) = absorption coefficient Formation in an Electrorheological Fluid,” Phys. Rev. A7(5), pp. 3418—

N = incident radiation wavelength 3429.
o, = scattering coefficient [9] van de Hulst, H. C., 195T,ight Scattering by Small Particlegohn Wiley and

T = transmittance Sons, New York.

[10] Kerker, M., 1969,The Scattering of Light and Other Electromagnetic Radia-
tion, Academic Press, New York.
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Introduction few direct measurements of these quantities have been reported.

TPerefore, the behavior of macro scales in turbulent flames re-

This experimental and computational study is an extension Mains an active area of interest. Faeth efAlmeasured, and
earlier work on the spectral radiation properties of standard turby-

lent jet flames[1,2]. Three non-sooting piloted G¥air flames r mixture fraction fluctuatlons_ in two tu_rbulept carbo_n
from the Workshép .of Turbulent Nonpremixed Flan@F) [3] monoxide/hydrogen flames by using a two-point Mie-scattering

. LA o technique. Renfro et a[11] investigatedr, for mixture fraction
were c_onsudgred in this study. Infrar€) flame radlatl_o_n PrOP- fjy,ctuations in several turbulent non-premixed flames. They de-
erties, including mean, root mean squéRMS), probability den-

ity function (PDF), power iral densitPSD)and autocorr rived 7, from inverse interpretation of the time series of minor-
sity function(/ » POWEr spectrar dens and autocorre- species from picosecond time-resolved laser-induced fluorescence
lation coefficient(p), were derived from the measured and th

. : i X T PITLIF) measurements. More recently, Karpetis and Barlow re-
simulated instantaneous line-of-sightOS) spectral radiation in- ? ) Y, P

tensiti d ibed in th dix. Ti d radi orted a study on mixture fraction length scales in a partially
ensilies (.A.) as described in the appendix. Time averaged radigie mixed methane/air flame by using line-imaging measurements
tion quantities of these flames, such as the total radiation heat |

X X 2]. In the present study, the tomography-like technique devel-
were reported in Ref4]. The present study of transient spectrgh,qq 1y 7heng et a[1] is extended to reconstruct local integral
radiation properties provides complementary and deeper informgae anq length scales of scalar fluctuations along the radiation

tion_about the radiation heat tran_sfer particularly with regards Bhths. The tomography-like technique includes inverse time and
the influence of turbulent fluctuations. space serie$TASS) calculations based on fitting the calculated

Accurate prediction on radiation heat transfer is important ig\s values and the autocorrelation coefficientd oto the ex-
modeling pollutant formatiof4—6]. Experimental data are Nec-herimental data.

essary for evaluating the radiation models. LOS spectral radiation

intensities have been widely investigated experimentally in nog- :

sooting [7,8] and sooting[6,9] turbulent flames. Most of these %Xperlmental Method
studies, however, were limited to radiation paths defined by theThe radiation measurements for the three piloted, Giit
diameter of an imaginary circular cross section of the flames ndlames were conducted at the Turbulent Combustion Laboratory at
mal to the axis at fixed heights above the fuel injector. Extendirigandia National Laboratories. These are flames C, D, and E of the
the measurements to multiple chord-like paths parallel to the diNF workshop with nominal jet exit Reynolds number of 13,400,
ameter in the same circular cross plane is very useful for beti#,400, and 33,600 respectively based on exit velocity, cold gas
understanding of turbulent-radiation interactiofi@Rl) as indi- Pproperties and fuel injector diameter. Flow facilities of the piloted
cated by recent studid4,2]. Using a fast IR array spectrometeflames have been discussed elsewher®] and will only be
(FIAS) [10], our present measurements provide a more Comp|&@8ﬂy described here. The piloted burner, on which flames are
database of radiation properties for the three non-sooting flamétabilized, has a main jet diametéd) of 7.2 mm and a pilot

For these flames, detailed scalar property measurements hgigneter of 18.2 mm. The main Glair jet is partially premixed
been made and examined by others with the best available insiith an equivalence ratio of 3.125% CH, by volume). The lean
mentation over the last 5 to 10 yed8j. The availability of scalar Premixed pilot flame burns a mixture 0t8,, H,, CG,, N, and
property measurements has contributed greatly to the studies?f having the same enthalpy and equilibrium composition as a
radiation properties. More reliable evaluation on the radiatidrHa/air flame with an equivalence ratio of 0.77. The burner can

models can be achieved without the uncertainties of the scalft moved in three dimensions for positioning. Air co-flows were
predictions. fed through a wind tunnel with a co-flow velocity of 0.9 m/s for

Inverse interpretation of radiation properties can provide ifbe piloted flames. The flow rates were carefully matched between
sights into integral time 4) and length scales,) of the scalar the radiation and the scalar measurements even though these mea-

fluctuations along a radiation pafil]. Although these macro Surements were completed at different times.

scales are important characteristics of the turbulent flames, only & °F each flame, instantaneols for the diametric and many
chord-like paths at three heights above the fuel injector were mea-

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF sured using the latest version of FIAS. The spectral range of this

HEAT TRANSFER Manuscript received by the Heat Transfer Division, 2002; revisio IAS _iS from _1-4 to 4.8um with a me"_’m_resmmion of 44 nm,
received July 15, 2003. Associate Editor: S. T. Thynell. covering the important molecular radiation bands ofOHand
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CO,. The sampling rate for the individual wavelengths is 6250 Step 3.1. Obtain the square of errofg) between calculations
Hz. The spatial resolution of the present measurements is 2 njo) and data(d) in RMS for A; and .
based on the FIAS optics. For each radiation path, 6000 samples

were collected. The experimental uncertainii@5% confidence) e1=((Iyms/lxmeane— (rms/ ! xmeand)?s A=A\ (3a)
of I, measurement were of the order of 124 and repeatable

within this range. The uncertainties were dominated by the effect €= ((Iyms! I xmeane— (Inrms/ I xmeand) % M=o (3b)
of finite sampling time available in the continuous scanning

process. Step 3.2. Obtain the square of errors mfor Ay andX,. (p

hasn temporal components

n
Computational Method e3=32 (pe—pa)?, N=\y (4a)
ni= '

In present study, time and space series analfBAsSS) ac-
counting for two-point/two-time statistics were used first to simu- "
late instantaneous realizations of the scalar properties along a non- 1 5
homogenous radiation path. Then, the instantanegquigaving 942521 (pc=pa)"s A=N\3 (4b)
that path were calculated by using RADCAL program with a nar- o
row band radiation moddll4]. The spectral radiation properties Step 3.3. Obtain the weighted mean square error.
were extracted from the 6000 simulated realizations for each ra-
diation path. The TASS based computational method, involving a 1"
tomography-like procedure to reconstruct the local integral time ez(z)z = 5)
and length scales of scalar fluctuations along the radiation paths, i=1

has been discussed in detail elsewHareand will only be briefly Step 4. Use the error minimization criteria to obtain new es-

described here. ;
. . o . fl, and 7, .
In the TASS simulation, specific stochastic processes are ustlergates ofl, and 7

to mimic the nature of turbulent fluctuations. Specifically, the tem- Je Je
poral () and spatial(k) evolutions of a normalized fluctuating —=0 and —=0=l,,7 (6)
scalar(z) were modeled by the following equation, aly a7

2(7)= 12 1(T) + Pz (T— A7)+ (1) 1)

The instantaneous scalar realizations were relatedimugh a
mapping procedurgl5]. Equation 1 can be extended to include 2000
influence from points outside the radiation path under consider-
ation if computational resource is affordabd., ¢, and the stan-
dard deviation of random shocdla) can be determined by the
spatial and temporal correlation coefficients of scalar fluctuations
p(Ar), p(A7) [1], which were modeled with the integral time and
length scales by the following equation,

p(Ar)=exp(—Ar/l)),p(A7T)=exp — A7) @)

In this study,r, andl, were determined by an inverse calcula-
tion designed to match the RMS values and autocorrelation coef-
ficients of the measured spectral radiation intensities. The single- 2000
point statistic¥mean, PDFpf the TNF scalar datf3] were used
as the inputs to the simulation.

In a previous study1], the Taylor's hypothesis was adapted to 1500
relatel, andr,. The Taylor’s hypothesis, assuming that the turbu-
lence pattern is translated at the local mean velocity, may not hold
under some circumstancgks]. In addition, the velocity data may
not be available for some of the cases. In present stydndl,
were determined independently from the spectral radiation data
allowing a direct test of the Taylor's hypothesis. A least mean 500
square(LMS) scheme was developed in the present work to de- i
termine the best-fit macro-scales. Spectral radiation intensities at 2000
two wavelengthg\) were considered in order to minimize the x/D=30
computational time. Since the flame radiation under investigation ]
was dominated by band radiation from water vapor and carbon 1500
oxide, wavelengths ofN;) 2.51 and {,) 4.27 um were selected
to represent radiation from 4@ and CQ respectively. The pro-
cedure involved calculations of the RMS apdor the spectral 1000
radiation intensities and is briefly described as follows,
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Step 1. Guesd, and 7, so that instantaneoug can be simu-
lated. 500
Estimates ofl, in a CH,/H,/N, jet flame from Ref[1] were
used as the initial guesses for flame D andtheere guessed by

using Taylor’s hypothesis. The estimatesl pénd 7, for flame D

I YN0 WOOK U U0 WU VOO0 TN UG S OO OUN UOOY WO ST A B0 T € 00

000 005 010 015 020

were also used as the initial guesses for flames C and E. rix

Step 2. Calculate RMS ang of the spectral radiation inten- Fig. 1 Temperature distributions in flames C (circle), D
sity from the simulated instantaneous values. (square) and E (triangular )
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For the farthest downstream locationxdD =60 studied here,
the maximum mean temperatures and the normalized temperature
fluctuations both decrease compared to their values aktbe
=45 location. In contrast to those at the two upstream locations,
the higher Reynolds number flames show significantly higher
mean temperatures. The temperature fluctuations in the region
near the axis ax/D =60 decrease with increase in the Reynolds
number.

Flame C, D = 7.2 mm, Re = 13,400

LN B S B O B B BN B N M A A R R B B BN B B B

1208 LA=2.51m D Mes  Cal

(9] 30
45

:
oo p
|

2

L ey W/m'_sr_pm

600 Results and Discussion

Measurements and calculations of mean and normalized RMS
of I, emitted by flame C at=2.51 and 4.27.m are illustrated in
Figs. 2 and 3. The calculations captured the trends in the radial
distributions of the mean and the normalized RMS jofor dif-
ferent axial locations. The calculations were also generally in
0 1+t good agreement with the measurements with differences of be-
" 1 tween 10% and 20% at most locations. The mean intensities at
09 - 7] N=4.27 um are about 5 times higher than thosexat2.51 um.

The mean intensities for diametric path »xatD =45 are much
higher than those for the diametric paths at downstream or up-
4 stream locations. At/D =30, the mean, increases slightly from

_ the diametric path to the chord-like path rdix=0.05 and then

. decreases to the flame edge. For the two upstream locations, the
8 mean intensities for chord-like paths decrease with the radial dis-
1 tance as a combined result of shorter radiation path and less hot
media being included. For all three axial locations, the fluctua-
tions in radiation intensities increase with the radial distance. The
radiation fluctuation levels a/ D =60, however, are much higher
then those at two upstream locations. This is consistent with the
4 scalar distributions depicted in Fig. 1, which shows that the nor-
| Y Y O U S T N O T malized scalar fluctuations in flame Cx@D = 60 are much higher

0.00 0.02 0.04 0.06 0.08 0.10 than those at the upstream locations.

300

RS Y TN U W00 SO0 T N AN TN ST T S N ST N WO U

IlRMS / Il,mean

r/x
Fig. 2 Spectral radiation intensities of flame C at A=2.51 um

Flame C, D = 7.2 mm, Re = 13,400
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This iterative inverse process for estimationl pénd 7, involved 6000
between 5 to 10 iterations depending on the location before con g
vergence to the least mean square error. 3

This methodology can also be applied to studies of premixed &
flames, where the length scales are important because of then_! 4000
relation to the chemical reaction rate as prescribed by the Bray &
Moss-Libby (BML) combustion mode]16].

W/m'

2000

Il.mean’

Scalar Property Distributions

A preview of the scalar distributions that were used as inputs
to thel, calculations is helpful in interpreting the measurements
and calculations of the radiation intensities. Figure 1 shows 0
the measured mean and normalized temperature fluctuation 09
(Tams/ Tmean Within flames C, D, and E3]. At the axial location L .
of x/D=30, the mean temperature distributions for the three
flames are relatively close although the flow rate increases sig
nificantly from flame C to D and from flame D to E. The mean
temperature increases in the radial direction from the jet axis
to r/x=0.05, then it decreases towards the flame edge. The
normalized temperature fluctuations in the flames, however
reach their peak values in the region farther away from the axis
(r/x=0.12).

At the downstream location off D =45, where the flame tip is
nearby &/D =47 for all three flame$4]), the mean temperatures
reach their peak values of around 1900 K at the jet axis. A slight
increase of mean temperatures with the Reynolds number is okt ool Lo Lo Lo L by
served. The normalized temperature fluctuations on the contrar 000 002 004 006 008 010 0.12
have a minimum at the axis and increase to reach a maximun
farther away from the axis before decreasing to their ambient rix
values. Fig. 3 Spectral radiation intensities of flame C at A=4.27 pm

I}'RMS / Ikmean
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Flame D, D = 7.2 mm, Re = 22,400 Flame D, D = 7.2 mm, Re = 22,400

T T T T I T T T T ] T T T T I T T T T ' L3 T T T ] L LN ‘ L) I LB l LELEELEL I LB I LI ]
1200 lo) xD Mea. Cal. — XD  Mea. Cal. A
" ’ 6000 —a ——
g 1 & 3
3 900 . :xf .
2 {1 & -
[ 1 w4000 ]
« E g i
g 1 S ]
= 600 — = ]
g - & 2000 -
: ] 2 _
~ 300 — J

] 0 '
0 } T
09 - .
09 — F .
] g ]
g ; g =
g N ~ )
N& i \m 4
~ _ E L
B < 4
2 1 = :
e ] -
[ T 0.0 i I ] I | I ] I 1§ 1 | I 11y I | U -] l | I | i

r | A I A 0.00 0.02 0.04 0.06 0.08 0.10 0.12
0.0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
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r/x Fig. 5 Spectral radiation intensities of flame D at ~ A=4.27 um

Fig. 4 Spectral radiation intensities of flame D at A=2.51 pm

PDFs ofl, fluctuations for the diametric paths are symmetric and
The measurements and calculations of mean and normalizgeherally Gaussian in shape. The data also show that the PDFs are
RMS of I, emitted by flame D at the two selected wavelengths askewed for chord-like paths and become increasingly skewed with
illustrated in Figs. 4 and 5. The calculated intensities are withincreasing radial distance. The PDF peaks are skewed toward the
10% and 20% of the data. The mean intensitied Bt=45 and 60 lower |, side, since radiation intensities have a natural low end
are 10~15% higher than those emitted by flame C due to thatoff at zero. The intensities leaving a chord-like path can be zero
increase in the mean temperatures. This change in radiation intbeeause of scalar intermittency, which appears simultaneously
sities, however, is much smaller than the change in the flow rateith low mean radiation level§7]. Consequently, the PDFs for
which is around 67%. The fluctuations of radiation intensities fahe wavelength corresponding to the water vapor band have
the radiation paths near the axisxdb =60 are smaller than those higher skewness as indicated in Fig. 9. The present calculations
for flame C as a result of the lower normalized scalar fluctuationsuccessfully capture these characteristic shifts in the shape of the
The measurements and calculations of mean and fluctuatiRBF with wavelength and with radial location of the radiation
radiation intensities for flame E are depicted in Figs. 6 and 7. Tipath.
measurements and calculations are within 10 to 20% of each otheFigure 10 shows the autocorrelation coefficientd ,ofluctua-
for this flame as well. The mean intensitiesxdD = 60 for flame tions atx/D =45 for the diametric paths in the three flames at the
E are 15~25% higher than those of flame C. This change iwo wavelengths. The calculated autocorrelation coefficients
radiation intensities, however, is small compared to the changenratch the measurements reasonably well at all locations for both
the flow rate of about 150%. wavelengths. The decays very fast from 1 to 0 in less than 5 ms
Representative measurements and calculations of the PDFs,ahd the rate of this decay increases from flame C to E as the
autocorrelation coefficients and the PSDslgffluctuations are Reynolds number increases. This is expected because of the cor-
reported next. The PDFs &f fluctuations of all three flames at responding higher velocities. Figure 11 shows the autocorrelation
x/D =45 for the diametric path at=2.51 um A=4.27 um are coefficients ofl, fluctuations for the chord like paths afx
shown in Fig. 8. The measurements and the calculations bott0.08. The experimental data show significantly negative corre-
show a near Gaussian shape for the PDFs of the intensity fluctlations ofl, fluctuations for the chord-like paths far away from
tions. The measurements and calculations are in excellent agrbe- jet axis. The present computational method is based on the
ment with each other. The PDFs [f fluctuations for the chord- assumption of an exponentially decaying autocorrelation model
like paths atr/x=0.08 are presented in Fig. 9. The shape of theder the scalar fluctuations and did not capture the negative auto-
PDFs is not Gaussian but shows a low end cutoff and a high ecdrrelations observed in the experiment. Improved models for the
tail in the intensity distributions. The calculated PDFs match thecalar autocorrelation coefficients and experimental validation are
measurements quite well. necessary for removing this deficiency. The calculations and mea-
Based on these data as well as examination of the PDFs farements of the autocorrelation coefficients are in reasonable
other axial locations and other flames, it can be concluded that tigreement for short time intervals depicted in Fig. 11.
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The PSDs of, fluctuations for diametric paths in flames C, Dyeported constant time scales for mixture fraction based on their
and E at XD =45 are illustrated in Fig. 12. The present COMPUeaqyrements of OH radical concentrations along the axis in their
tations achieved fairly good agreement with the measurememn{gaq.

The PSD profile has a low-frequency energy-containing region Upgq lame D, Karpetis and Barlow have reported measurements
to a cut-off frequency. The measured and calculated cut-off fres acro length scales of mixture fraction fluctuationsxab

quencies are around 50, 75, and 100 Hz for flames C, D, and_ 5 15 and 3¢12]. The dependence hfon the radius has been
respectively. Figure 13 presents the PSDd ofluctuations for 4ty suppressed in their work. In order to allow comparison
chord-like paths(at r/x=0.08) in flames C, D, anq EalD  ith their data, the present and r, were integrated and then
=45. The measured and calculated cut-off frequencies decreasg,{g e with respect to the radius. Figure 17 presents the radial
Geraged, andr, in flames C, D, and E from Ref12]and from
ﬁé’present estimates. The macro scales increase with downstream

correlation models used for the simulated scalar fluctuations m

not properly truncate high-frequency fluctuations as turbulefsiance is observed in both the measurement of[R&f.and the

micro-scales are approachgd]. ) present result. The present radial averaged length scatéDat
As discussed above, the local integral time and length scales 05 is 2 6 mm. which is some what lower but in general agree-

scalar fluctuations were reconstructed during the TASS procedusg.nt with the e’xperimental data of 3.2 mm from R@f]. Data

Radi?]l distrjbulzti_onslszr?]nd i (ijn flam(?[g:_a;(t)h_ree axial }ocatic;ns concerning macro time and length scales in flames are relatively
are shown in Fig. 14. Th and 7, atx/D =30 increase from the g, 56 19 allow more definitive comparisons.

jet axis to flame edge by factors of 2.5 and 6, respectively.IThe
and 7, atx/D=45 and 60 also generally increase with radial dis-
tance. However, there is some non-monotonic variation with r%- dc lUSi
dius similar to that observed by Renfro et [dl1] for time scales ummary an onclusions

of mixture fractions based on OH radical concentrations measure-Spectral radiation propertieénean, RMS, PDFp, PSD) of
ments. Along the jet axis, both the length and the time scaléwee non-sooting partially premixed Ghdir flames were studied
increase with downstream distance. Radial distributionls ahd by both experimental and computational methods. Also, local in-
7, are illustrated in Figs. 15 and 16 for flames D and E. Along thegral time and length scales in these flames were reconstructed
jet axis of these two flames, both length and time scale generallging a tomography-like TASS procedure. The specific conclu-
increase with downstream distance. Renfro e{ HL], however, sions are as follows,

Y flame D, the trend of increasiniy with respect to the axial

Journal of Heat Transfer DECEMBER 2003, Vol. 125 / 1071

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Flame E, D = 7.2 mm, Re = 33,600 CH, /air flames, D = 7.2 mm, &= 3.17
15 [lll]!llllllllllllllllll _ll"lllllvl!lllll |l|llll|llll|llvl.
C x/D ] [Flame Re Present Ref. 12 o ]
[ A 30 ] 9 c13400 O o
12 O 45 7 L D22400 O < A ]
L O 60 o [ E 33600 A ]
- o g o o ]
= D -1 - -
- [m] — S L o J
s 9r o ] I"'- C g 1
g - o 1 3k ﬁ .
~ 6-— ] r < ]
<
[ o O o ©°° o : :
- 5 © OAO o 1 0 H+HHHHH
3% A a4 I ]
A T - 4
1 A A a 4 ] 2 ° ]
TS R R S EEE DTSR r 1
0 A 2 ] o ]
4-— - S i © E |
i ] & )
L 4 1~ -
C i L a A 4
L - o8 A .
3:‘ ] | ]
g : n: O_IIII[IIIIIIILIIIIIIIlIIIIIIIIIIIII—
. L o L 0 10 20 30 40 50 60 70
s 2 e} ]
C a ] x/D
1 L a o a _ Fig. 17 Radial averaged integral time and length scales in
L % 9 DO o o © a ) flames C, D and E
A AP, A A ]
ol b b e L

000 003 006 009 o012 o1s Appendix
For a measured or simulated time series of random variable

r/x with length N, the mean, root mean squai®MS), probability
density function(PDF), autocorrelation coefficierip) and power
Fig. 16 Radial distributions of integral time and length scales spectral densityfPSD) of | are calculated following Bendat and
in flame E Piersol[17]
N
— 1
I'mear= 1 = N 2 I (A1)
k=1
1. The present TASS method achieved very encouraging agree- N 12
ment between computational and experimental values of o= 1 2 (=1 moan? (A.2)
spectral radiation properties generally within experimental msTIN—1 &y K mea '
uncertainties.
2. The PDF of spectral radiation intensities for diametric paths PDF—M =19 (A.3)
in the flames are symmetric and close to Gaussian in shape. TN T m :

The PDF for radiation paths away from the flame axis, how- . N L .
ever, are skewed because of ntermitency. Experimen&(}ere,m is the number of data fall in thith bin with the width
studies on the autocorrelation coefficients for radiation patf/) determined by,

far away from the flame axis indicate negative correlations I max— ! min

in scalar fluctuations near the flame edge. W= I (A.4)
3. Reconstructed integral time and length scales vary with ra-

dial distance with intermediate non-monotonic behavior. () —1 (A —|
4. Radial averaged integral time and length scales increase p(AT):( () ”‘eaf)(ly ™)~ Lmea (A.5)

with downstream distance but decrease with Reynolds num-

ber. The present work indicates that investigating these

macro scales only along the flame axis and in a radial aver- PsOf )_‘(I)(
aged manner may both be inadequate.

rms

_ 2
I(7) Imean) (A.6)

I rms

where,®( ) anf represent the complex Fourier transform and the
frequency respectively.

Acknowledgment References

The Indiana 21st Century Research and Technology Fund SUR1] zheng, Y., Sivathanu, Y. R., and Gore, J. P., 2002, “Measurements and Sto-
ported this work with a grant to the Mid Infrared Sensing Diag-  chastic Time and Space Series Simulations of Spectral Radiation in a Turbu-
nostics and Control Consortium with additional support provided ﬁntDN%n-lifemized _'?ﬁlmgpf%& of Ihfl«‘ CmeUS;i_Ont:nS@;guté- Hl-ggf;qugg

; ! A : . D. Colket, eds., The Combustion Institute, Pittsburg®, pp. - .
by th.e Air Force Office of Scientific Research. Experlmen_ts at{z] Zheng, Y., Barlow, R. S., and Gore, J. P., 2003, “Measurements and Calcula-
Sandia were supported by the Department of Energy, office of " tions of Spectral Radiation Intensities for Turbulent Non-Premixed and Par-
Basic Energy Sciences. tially Premixed Flames,” ASME J. Heat Transfé25, pp. 678—686.

1072 / Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[3] International Workshop on Measurement and Computation of Turbulent Non-  Spectrometer Used for Radiation Measurements of Lean Premixed Flames,”
premixed Flames, 2003, www.ca.sandia.gov/TNF, Sandia National Laborato-  Proc. of the 34th National Heat Transfer ConferenSe C. Yao and A. Jones,

ries. eds., ASME, New York2, pp. 73-78.

[4] Frank, J. H., Barlow, R. S., and Lundquist, C., 2000, “Radiation and Nitric [11] Renfro, M. W., Gore, J. P., and Laurendeau, N. M., 2002, “Scalar Time-Series
Oxide Formation in Turbulent Non-Premixed Jet Flames,” Proc. of the Com- Simulation for Turbulent Nonpremixed Flames,” Combust. Flarh29, pp.
bustion Institute, A. R. Burgess and J. P. Gore, eds., The Combustion Institute, 120-135.

Pittsburgh,28, pp. 447-454. [12] Karpetis, A. N., and Barlow, R. S., 2002, “Measurements of Scalar Dissipation

[5] Li, G., and Modest, M. F., 2002, “Application of Composition PDF Methods in a Turbulent Piloted Methane/Air Jet Flame,” Proc. of the Combustion In-
in the Investigation of Turbulence-Radiation Interactions,” J. Quant. Spec- stitute, J. H. Chen and M. D. Colket, eds., The Combustion Institute, Pitts-
trosc. Radiat. Transf73, pp. 461-472. burgh, 29, 1929-1936.

[6] Brookes, S. J., and Moss, J. B., 1999, “Measurements of Soot Production arjd3] Barlow, R. S. and Frank, J. H., 1998, “Effects of Turbulence on Species Mass
Thermal Radiation from Confined Turbulent Jet Diffusion Flames of Meth- Fractions in Methane/Air Jet Flames,” Proc. of the Combustion Institute, A. R.
ane,” Combust. Flamel16, pp. 49—-61. Burgess and F. L. Dryer, eds., The Combustion Institute, Pittsb@ghpp.

[7] Faeth, G. M., Kounalakis, M. E., and Sivathanu, Y. R., 1991, “Stochastic 1087-1095.
Aspects of Turbulent Combustion Processes,” Chemom. Intell. Lab. Sgst., [14] Grosshandler, W. L., 1993, “RADCAL: A Narrow-Band Model for Radiation
pp. 199-210. Calculations in a Combustion Environment,” NIST Technical Note 1402, U.S.
[8] Ji, J., Sivathanu, Y. R., and Gore, J. P., 2000, “Thermal Radiation Properties of ~ Government Printing Office, Washington.
Turbulent Lean Premixed Methane Air Flames,” Proc. of the Combustion In-{15] Ji, J., 2000, “Experimental and Theoretical Study of the Spectral Radiation
stitute, A. R. Burgess and J. P. Gore, eds., The Combustion Institute, Pitts- Characteristics of Lean Premixed Flames,” Ph.D. thesis, Purdue University,
burgh, 28, pp. 391-398. West Lafayette, IN.
[9] Sivathanu, Y. R., Kounalakis, M. E., and Faeth, G. M., 1990, “Soot and Con{16] Shepherd, I. G., Cheng, R. K. and Goix, P. J., 1990, “The Spatial Scalar
tinuum Radiation Statistics of Luminous Turbulent Diffusion Flames,” Proc. Structure of Premixed Turbulent Stagnation Point Flames,” Proc. of the Com-
of the Combustion Institute, The Combustion Institute, Pittsbu@f, pp. bustion Institute, The Combustion Institute, Pittsburg®, pp. 781-787.
1543-1550. [17] Bendat, J. S., and Piersol, A. G., 20®andom Data: Analysis and Measure-
[10] Ji, J., Gore, J., P., Sivathanu, Y. R., and Lim, J., 2000, “Fast Infrared Array ment Procedures, 3rd edition, John Wiley & Sons, Inc, New York.

Journal of Heat Transfer DECEMBER 2003, Vol. 125 / 1073

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



An Experimental Study
of Miniature-Scale Pool Boiling

By generating single bubbles on a micro-heater at different wall superheats, an experi-

Tailian Chen mental study of miniature-scale pool boiling heat transfer has been performed to provide

a fundamental understanding of the heater size effect. In this study, the constant-

Jacob N. Chung temperature microheater is set at different temperatures by an electronic feedback control

system. The heat transfer history during the lifetime of a single bubble which includes

Department of Mechanical and Aerospace nucleation, growth, detachment and departure has been measured. The boiling curve
Engineering, obtained from the microheater is composed of two regimes which are separated by a peak

University of Florida, heat flux. It is suggested that in the lower superheat regime, the boiling is dominated by

P.0. Box 116300 Gainesville, liquid rewetting and micro-layer evaporation, while in the higher superheat regime, con-

FL 32611, USA duction through the vapor film and micro-convection plays the key heat transfer role as

the heater is covered by vapor all the time. In general, boiling on microheaters is char-
acterized by larger bubble departure sizes, smaller bubble growth rates due to the dryout
of microlayer as the bubble grows, and higher bubble incipience superheat. As the heater
size decreases, the boiling curve shifts towards higher heat fluxes with corresponding
higher superheats.[DOI: 10.1115/1.1603773

Keywords: Boiling, Bubble Growth, Heat Transfer, Microscale, Phase Change

Introduction find the optimum thickness of the surface-deposited layer to en-
hance the heat removal from the heater in order to obtain the best

Appllcatl_ons .Of mlcrotechnology often utilize components O(r:(?oling effect for a semiconductor. The square heaters they used
systems with microscale fluid flow and heat transfer. As the size 0

individual components shrinks and the length scale decreagés < 50um and 100um. They claimed that the deposited layer
drastically, the transport mechanisms involved go beyond tho %z]%ue(;tlgr gggmﬁﬁg tahlgohgfetstéi?esge;hdeuﬁutgletgtee sgg fllillezciSrvce)fs
covered by the traditional theories and understanding. The devgl- the two heatér sizes and different deposited layer thickness
opment of new theories and the fostering of up-to-date physic 'rRuIe and Kim[4] used a miniature heater (2.7 m&.7 mm) ’
understanding have fallen behind the progress of micro maChiniW]ich consisted of an arrav of 96 microheateré Eacﬁ of the mi-
and manufacturing. Recently Gad-el-HdK gave a complete re- Y :

view on the fluid mechanics of micro-devices. He concluded th§foheaters was individually controlled to maintain at a constant

the technology is progressing at a rate that far exceeds our un Fpperature that enabled the mapping of the heat flux distributions

standing of the transport physics in micro-devices. Therefore t ring the saturated pool boiling of FC-72 fluid. They_ presen_ted
spatially and temporally resolved data for nucleate boiling, critical

study of micro-scale transport has become an integral part of e o . iy .

A - S~ _Neat flux and transition boiling. Specifically, the outside edge
only understanding thg p(.erformance.ar.ld. operation OT mm'atunzﬁgaters were found to have hi%herpheat flu)>/<es than those ofgthe
systems, but also designing and optimizing new devices. The cur-

rent paper presents an experimental study of single bubbles gI ler heaters.
erated on a constant-temperature microheater to examine the be&‘perimental System
ing characteristics and the size effect on boiling heat transfer.
Microheaters have been found in many applications, for example,Microheaters. The heater used in this experiment is one of
inkjet printerheads, and actuators and pumps in microfluidine microheaters on a heater array similar to that employed in
systems. previous publicationg4,5]. The heater array consists of 96 micro-
Rainey and You[2] reported an experimental study of poolheaters numbered from no. 1 to no. 96 as shown in Fig. 1. Each
boiling behavior using flat, microporous-enhanced square heatgicroheater is a platinum resistance element and manufactured on
surfaces immersed in saturated FC-72. Flush-mounted 2 enuartz substrate using microfabrication technology. It has a ser-
X2 cm and 5cnx5cm copper surfaces were tested and conpentine pattern as shown in Fig. 2. On top of the platinum fila-
pared to a 1 cmX cm copper surface that was previously invesments a very thin layer of silicon dioxide was deposited. The
tigated. Heater surface orientation and size effects on pool boilingater filament has a dimension of Quéh in thickness, 5um in
performance were investigated under increasing and decreasiigth and 600Qum in length. This design of microheaters allows
heat-flux conditions for two different surface finish: plain and mia uniform heating of the surface and reduces the heat capacity
croporous material coated. effect to a maximum degree. Each microheater has a dimension of
Results of the plain surface testing showed that the nucleatgout 270um square, and a nominal electrical resistance of 750
boiling performance is dependent on heater orientation. Tli® The microheaters were wire-bounded through their pads
nucleate boiling curves of the microporous coated surfaces wetea pin grid array(PGA) and connected to an electronic circuit
found to collapse to one curve showing insensitivity to heatgystem.
orientation. The effects of heater size and orientation angle on . S
CHF were found to be significant for both the plain and mi- Feedback Electronic Circuit for Temperature Control.
croporous coated surfaces. Dye to the linear relationship between the plaﬁlnum resistance
Hijikata et al.[3] investigated boiling on micro-scale heaters tdVith its temperature, the temperature of each microheater can be
set and maintained at a constant value by a feedback electronic
iUt he Heat Transfer Division for publication in tHEURNAL OF circuit as _shown in Fig. 3. AWheatstone bridge and a feedback
HEET0 'IERt;LrilsegEgyl\flaiusiﬁpt rchiSed bystcr)1e aegygrgﬁs?er Divgéi Margh 19]00[3 consist of the core of the circuR1, R2, R3, R4, R7, andR8
2002; revision received May 20, 2003. Associate Editor: M. K. Jensen. are metal film resistors whose resistances are not sensitive to their
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Fig. 1 Heater array containing 96 microheaters
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temperaturesRh is the platinum microheater. Its resistance it 1

measured at 788 ohms at the room temperatRietis a digital =

potentiometer with a range from 0 to 1@ kset by digital signals Fig. 3 The electronics circuit for temperature control

from the computerR1, R3, Rh, andR4 together withRdform the

Wheatstone bridge. The Op-Amp LTC1150 detects the imbalance

in the bridge by measuring the voltage difference betwéerand

V2. The transistorQ1l1l would then output the current that is

needed to balance the bridge. When the bridge is balaNcedk  gq)yed gas on the boiling heat transfer, boiling experiments were

equal toV2 and the following relationship is established: performed for two cases. One case is performed with the FC-72
R1 Rh fully gas-saturated, and the other one is with FC-72 fully de-
R3- RATRA (1) gassed. The residual gas concentration was measured at less than

0.2x10 2 mole/mole for the fully degassed case. For both cases,

Therefore, th&Rhvalue(thus, the heater temperatuie able to be the system was operated under the same pressure of 1 atm, and the

set by adjusting th&d. Calibration was required to find the linearsame bulk liquid temperature of 24:%.1°C.

relationship between the heater resistance and its temperature. L i L .
Data Acquisition and Visualization. The data acquisition

Boiling Conditions. FC-72 is the boiling fluid in this experi- system consists of twoA/D boards (ComputerBoards CIO-
ment. It is widely used as the fluid in electronics cooling. Since DAS48) and a D/A board (ComputerBoards ClO-DIO48in-
is dielectric, electrical conduction between the heaters can &glled in a computer. The twa/D boards were used to acquire
avoided, thus each heater can be individually controlled. The bullata and thé/A board was used to interface the computer signal
fluid was at the room conditiofl atm and 24.5°C), where its with the electronic circuit system. The sampling rate in this ex-
saturation temperature is 56°C. Therefore the experiment was pegriment is about 4.5 kHz. Both the bottom and side views of
formed in a subcooled condition. In the current experiment, onlyiling process were visualized. The semi-transparent nature of
one single microheateimarked as no. 1 in Fig. lis heated to the heater substrate made it possible to take images from below
produce single bubbles. The experiment is started by setting the heater. The setup of the experiment is shown in Fig. 4. A
microheater at a temperature of 50°C where only natural convetigh-speed digital camer@lotionScope PCI 8000Svas used to
tion occurs at this temperature. Then the temperature of the heaike images at 1000 fps with a resolution of 240 giR10 pix.
was incremented by 5°C at a time until the superheat reachEse bubble visualization was performed using the shadowgraph
114°C. For each increment, the heat dissipation by the heater vi@shnique, in which the bubbles were illuminated from one side
obtained by the data acquisition system through acquiring thile the images were taken from the other side.
voltages across the heater. In order to examine the effects of dis-

I ey Data Reduction

Heat Transfer Path With Boiling. The total heat dissipation
rate from the heater when single bubbles are generated on it,
Oraw1» IS Obtained by directly measuring the voltage across the
heater and its electrical resistance. The heat transfer path is shown
in Fig. 5(a). g, includes the heat conduction to the substrate
Ueong1» the radiation to the surroundingy,y;, and the boiling
heat transfer to the liquid from the top surface of the heafgy, ,
which could be a complex combination of phase change heat
transfer, micro-convection due to the bubble movement and natu-
ral convection due to the temperature gradient of the heater with
the bulk fluid. Thus,

Fig. 2 One of the serpentine microheaters on the heater array q;’awlz qgondl"‘ qgoi1+ q;,adl 2
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Fig. 4 Schematic of experiment apparatus
Data Reduction Procedure. Our purpose here is to fing