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1183 Design Formulas for Oscillatory Heat Transport in Open-Ended Tubes
Masao Furukawa

1187 A Revision of the Classical Performance Extended Surfaces Assessment: Proposed New Coefficients
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1190 Determination of Drying Times for Irregular Two and Three-Dimensional Objects
A. Z. Sahin and I. Dincer

1194 Turbulent Film Condensation on a Horizontal Elliptical Tube
Cha’o-Kuang Chen and Hai-Ping Hu

1197 A Maximum Entropy Solution for a Two-Dimensional Inverse Heat Conduction Problem
Sun Kyoung Kim and Woo Il Lee

DISCUSSION AND CLOSURE
1206 Discussion: ‘‘Commentary on Correlations for Convective Vaporization in Tubes’’

John R. Thome

1208 Closure
Ralph L. Webb

ERRATUM
1209 Erratum: ‘‘Measuring Thermal and Thermoelectric Properties of One-Dimensional Nanostructures Using a

Microfabricated Device’’
Li Shi, Deyu Li, Choongho Yu, Wanyoung Jang, Dohyung Kim, Zhen Yao, Philip Kim, and
Arunava Majumdar

„Contents continued …

Volume 125, Number 6Journal of Heat Transfer DECEMBER 2003

„Contents continued on facing page …

Downloaded 05 Feb 2011 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001096000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001106000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001116000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001123000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001129000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001140000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001147000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001156000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001163000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001170000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001178000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001206000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001208000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001209000001&idtype=cvips


1210 Author Index

ANNOUNCEMENTS

1216 Call for Papers: Special Issue of ASME Journal of Heat Transfer on Gas Turbine Heat Transfer

1217 Call for Papers: 2004 ASME Heat TransferÕFluids Engineering Summer Conference

The ASME Journal of Heat Transfer is abstracted and indexed in the
following:
Applied Science and Technology Index, AMR Abstracts Database, Chemical Abstracts,
Chemical Engineering and Biotechnology Abstracts (Electronic equivalent of Process
and Chemical Engineering), Civil Engineering Abstracts, Compendex (The electronic
equivalent of Engineering Index), Corrosion Abstracts, Current Contents, E & P Health,
Safety, and Environment, Ei EncompassLit, Engineered Materials Abstracts, Engineer-
ing Index, Enviroline (The electronic equivalent of Environment Abstracts), Environment
Abstracts, Environmental Engineering Abstracts, Environmental Science and Pollution
Management, Fluidex, Fuel and Energy Abstracts, Index to Scientific Reviews, INSPEC,
International Building Services Abstracts, Mechanical & Transportation Engineering
Abstracts, Mechanical Engineering Abstracts, METADEX (The electronic equivalent of
Metals Abstracts and Alloys Index), Petroleum Abstracts, Process and Chemical
Engineering, Referativnyi Zhurnal, Science Citation Index, SciSearch (The electronic
equivalent of Science Citation Index), Theoretical Chemical Engineering

„Contents continued …

Volume 125, Number 6Journal of Heat Transfer DECEMBER 2003

1220 Õ Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 05 Feb 2011 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001210000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001216000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000125000006001217000001&idtype=cvips


2002 Max Jacob Memorial Award Lecture

Yogesh Jaluria
Fellow ASME,

Board of Governors Professor,
Department of Mechanical and Aerospace

Engineering,
Rutgers, The State University of New Jersey,

New Brunswick, NJ 08903

Thermal Processing of Materials:
From Basic Research to
Engineering
This paper reviews the active and growing field of thermal processing of materials, with
a particular emphasis on the linking of basic research with engineering aspects. In order
to meet the challenges posed by new applications arising in electronics, telecommunica-
tions, aerospace, transportation, and other areas, extensive work has been done on the
development of new materials and processing techniques in recent years. Among the
materials that have seen intense interest and research activity over the last two decades
are semiconductor and optical materials, composites, ceramics, biomaterials, advanced
polymers, and specialized alloys. New processing techniques have been developed to
improve product quality, reduce cost, and control material properties. However, it is
necessary to couple research efforts directed at the fundamental mechanisms that govern
materials processing with engineering issues that arise in the process, such as system
design and optimization, process feasibility, and selection of operating conditions to
achieve desired product characteristics. Many traditional and emerging materials pro-
cessing applications involve thermal transport, which plays a critical role in the determi-
nation of the quality and characteristics of the final product and in the operation, control,
and design of the system. This review is directed at the heat and mass transfer phenomena
underlying a wide variety of materials processing operations, such as optical fiber manu-
facture, casting, thin film manufacture, and polymer processing, and at the engineering
aspects that arise in actual practical systems. The review outlines the basic and applied
considerations in thermal materials processing, available solution techniques, and the
effect of the transport on the process, the product and the system. The complexities that
are inherent in materials processing, such as large material property changes, compli-
cated and multiple regions, combined heat and mass transfer mechanisms, and complex
boundary conditions, are discussed. The governing equations for typical processes, along
with important parameters, common simplifications and specialized methods employed to
study these processes are outlined. The field of thermal materials processing is quite
extensive and only a few important techniques employed for materials processing are
considered in detail. The effect of heat and mass transfer on the final product, the nature
of the basic problems involved, solution strategies, and engineering issues involved in the
area are brought out. The current status and future trends are discussed, along with
critical research needs in the area. The coupling between the research on the basic
aspects of materials processing and the engineering concerns in practical processes and
systems is discussed in detail.@DOI: 10.1115/1.1621889#

Introduction

Materials processing is one of the most important and active
areas of research in heat transfer today. With growing interna-
tional competition, it is has become crucial to improve the present
processing techniques and the quality of the final product. New
materials and processing methods are needed to meet the growing
demand for special material properties in new and emerging ap-
plications related to diverse fields such as environment, energy,
bioengineering, transportation, communications, and computers. It
is also critical to use the fundamental understanding of materials
processing in the design and optimization of the relevant systems.

Heat transfer is extremely important in a wide range of materi-
als processing techniques such as crystal growing, casting, glass
fiber drawing, chemical vapor deposition, spray coating, solder-
ing, welding, polymer extrusion, injection molding, and compos-
ite materials fabrication. The flows that arise in the molten mate-

rial in crystal growing due to temperature and concentration
differences, for instance, can affect the quality of the crystal and,
thus, of the semiconductors fabricated from the crystal. Therefore,
it is important to understand these flows and develop methods to
minimize or control their effects. Similarly, the profile of the
neck-down region in an optical fiber drawing process is largely
governed by the viscous flow of molten glass, which is in turn
determined by the thermal field in the glass. The buoyancy-driven
flows generated in the liquid melt in casting processes strongly
influence the microstructure of the casting and the shape, move-
ment and other characteristics of the solid-liquid interface. In
chemical vapor deposition, the heat and mass transfer processes
determine the deposition rate and uniformity, and thus the quality
of the thin film produced. The transport in furnaces and ovens
used for heat treatment strongly influence the quality of the
product.

As a consequence of the importance of heat and mass transfer
in materials processing, extensive work is presently being directed
at this area. But what is often lacking is the link between the basic
mechanisms that govern diverse processing techniques and the
thermal systems needed to achieve the given process. On the one

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division March 21,
2003; revision received June 12, 2003. Editor: V. K. Dhir.
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hand, considerable effort has been directed at specific manufactur-
ing systems, problems and circumstances in order to develop new
products, reduce costs and optimize the process. Much of this
effort has been based on expensive and time-consuming experi-
mentation on practical systems. On the other hand, detailed re-
search has been carried out to extract the main underlying features
of the processes, develop new solution methods to simulate com-
plex transport circumstances that arise, and to obtain a much bet-
ter understanding of the governing mechanisms. However, quan-
titative information on the dependence of product quality, process
control and optimization on the thermal transport is often unavail-
able The coupling between practical engineering systems and the
basic transport mechanisms is a very important aspect that should
be considered, so that the current and future research on thermal
materials processing has a strong impact on the design, control
and optimization of the relevant thermal systems. For instance, an
understanding of the microscale mechanisms that determine ma-
terial characteristics is important, but these must be linked with
the boundary conditions that are usually imposed at the macros-
cale level in the system.

This review paper is directed at these important issues, focusing
on the heat and mass transfer involved with materials processing
and linking these with the characteristics of the product and with
the system. However, it must be noted that the concerns, questions
and considerations presented in this paper are not unique to the
field of materials processing. Other traditional and emerging areas
like those concerned with safety, cooling of electronic systems,
automobile and aircraft systems, space, and energy also involve
research on the basic transport processes and these need to be
linked with engineering issues.

Thermal Processing of Materials
Thermal processing of materials refers to manufacturing and

material fabrication techniques that are strongly dependent on the
thermal transport mechanisms. With the substantial growth in new
and advanced materials like composites, ceramics, different types
of polymers and glass, coatings, specialized alloys and semicon-
ductor materials, thermal processing has become particularly im-
portant since the properties and characteristics of the product, as
well as the operation of the system, are largely determined by heat

transfer mechanisms. A few important materials processing tech-
niques in which heat transfer plays a very important role are listed
in Table 1.

This list contains both traditional processes and new or emerg-
ing methods. In the former category, we can include welding,
metal forming, polymer extrusion, casting, heat treatment and dry-
ing. Similarly, in the latter category, we can include crystal grow-
ing, chemical vapor deposition and other thin film manufacturing
techniques, thermal sprays, fabrication of composite materials,
processing of nano-powders to fabricate system components, op-
tical fiber drawing and coating, microgravity materials processing,
laser machining and reactive extrusion. The choice of an appro-
priate material for a given application is an important consider-
ation in the design and optimization of processes and systems@1#.

A few thermal materials processing systems are also sketched
in Fig. 1. These include the optical glass fiber drawing process in
which a specially fabricated glass preform is heated and drawn
into a fiber, thin film fabrication by chemical vapor deposition
~CVD!, Czochralski crystal growing in which molten material
such as silicon is allowed to solidify across an interface as a seed
crystal is withdrawn, and screw extrusion in which materials such
as plastics are melted and forced through a die to obtain specific
dimensions and shape. In all these processes, the quality and char-
acteristics of the final product and the rate of fabrication are
strong functions of the underlying thermal transport processes.
Many books and review articles have discussed important practi-
cal considerations and the fundamental transport mechanisms in
the area of manufacturing and materials processing@2–8#.

Basic Research Versus Engineering
Research in thermal materials processing is largely directed at

the basic processes and underlying mechanisms, physical under-
standing, effects of different transport mechanisms and physical
parameters, general behavior and characteristics, and the thermal
process undergone by the material. It is usually a long-term effort,
which leads to a better quantitative understanding of the process
under consideration. However, it can also provide inputs, which
can be used for design and development.

Engineering studies in materials processing, on the other hand,
are concerned with the design of the process and the relevant
thermal system, optimization, product development, system con-
trol, choice of operating conditions, improving product quality,
reduction in costs, process feasibility, enhanced productivity, re-
peatability, and dependability.

Figure 2 shows a schematic of the different steps that are typi-
cally involved in the design and optimization of a system. The
iterative process to obtain an acceptable design by varying the
design variables is indicated by the feedback loop connecting
simulation, design evaluation and acceptable design. There is a
feedback between simulation and modeling as well, in order to
improve the model representation of the physical system on the
basis of observed behavior and characteristics of the system, as
obtained from simulation. Optimization of the system is under-
taken after acceptable designs have been obtained.

Some of the important considerations that arise when dealing
with the thermal transport in the processing of materials are given
in Table 2. All these considerations make the mathematical and
numerical modeling of the process and the associated system for
materials processing very involved and challenging. Special pro-
cedures and techniques are generally needed to satisfactorily
simulate the relevant boundary conditions and material property
variations. The results from the simulation provide inputs for the
design and optimization of the relevant system, as well as for the
choice of the appropriate operating conditions. Experimental tech-
niques and results are also closely linked with the mathematical
modeling in order to simplify the experiments and obtain useful
results in terms of important dimensionless parameters.

It is necessary for heat transfer researchers to thoroughly un-
derstand the concerns, intricacies and basic considerations that

Table 1 Different types of thermal materials processing opera-
tions, along with examples of common techniques

1. PROCESSES WITH PHASE CHANGE
casting, continuous casting, crystal growing, drying

2. HEAT TREATMENT
annealing, hardening, tempering, surface treatment,
curing, baking

3. FORMING OPERATIONS
hot rolling, wire drawing, metal forming, extrusion,
forging

4. CUTTING
laser and gas cutting, fluid jet cutting, grinding,
machining

5. BONDING PROCESSES
soldering, welding, explosive bonding, chemical
bonding

6. POLYMER PROCESSING
extrusion, injection molding, thermoforming

7. REACTIVE PROCESSING
chemical vapor deposition, food processing

8. POWDER PROCESSING
powder metallurgy, sintering, sputtering, processing of
nano-powders and ceramics

9. GLASS PROCESSING
optical fiber drawing, glass blowing, annealing

10. COATING
thermal spray coating, polymer coating

11. OTHER PROCESSES
composite materials processing, microgravity
materials processing, rapid prototyping
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Fig. 1 Sketches of a few common manufacturing processes that involve thermal transport in the material being processed: „a…
optical fiber drawing; „b… chemical vapor deposition; „c… Czochralski crystal growing; and „d… plastic screw extrusion.
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characterize materials processing in order to make a significant
impact on the field and to play a leadership role. The dependence
of the characteristics of the final product on the heat transfer must
be properly understood and characterized so that analysis or ex-
perimentation can be used to design processes to achieve desired
product characteristics and production rates.

Mathematical Modeling
Modeling is one of the most crucial elements in the design and

optimization of thermal materials processing systems. Practical
processes and systems are generally very complicated and must be
simplified through idealizations and approximations to make the
problem solvable. This process of simplifying a given problem so
that it may be represented in terms of a system of equations, for
analysis, or a physical arrangement, for experimentation, is
termed modeling. Once a model is obtained, it is subjected to a
variety of operating conditions and design variations. If the model
is a good representation of the actual system under consideration,
the outputs obtained from the model characterize the behavior of
the given system. This information is used in the design process as

well as in obtaining and comparing alternative designs by predict-
ing the performance of each design, ultimately leading to an op-
timal design.

A mathematical model is one that represents the performance
and behavior of a given system in terms of mathematical equa-
tions. These models are the most important ones in the design of
thermal systems, since they provide considerable flexibility and
versatility in obtaining quantitative results that are needed as in-
puts for design. Mathematical models form the basis for simula-
tion, so that the behavior and characteristics of the system may be
investigated without actually fabricating a prototype. In addition,
the simplifications and approximations that lead to a mathematical
model also indicate the dominant variables in a problem. This
helps in developing efficient physical or experimental models.
Numerical models are based on the mathematical model and allow
one to obtain, using a computer, quantitative results on the system
behavior for different operating conditions and design parameters.

Governing Equations

General Equations. The governing equations for convective
heat transfer in materials processing are derived from the basic
conservation principles for mass, momentum and energy. For a
pure viscous fluid, these equations may be written as

Dr

Dt
1r¹•V̄50 (1)

r
DV̄

Dt
5F̄1¹•t= (2)

rCp

DT

Dt
5¹•~k¹T!1Q̇1bT

Dp

Dt
1mF (3)

Here,D/Dt is the substantial or particle derivative, given in terms
of the local derivatives in the flow field byD/Dt5]/]t1V̄•¹.
The other variables are defined in the Nomenclature.

For a solid, the energy equation is written as

rCp

DT

Dt
5

]T

]t
1V̄•¹T5¹•~k¹T!1Q̇ (4)

where the specific heats at constant pressure and at constant vol-
ume are essentially the same for an incompressible fluid. If the
solid is stationary, the convection term drops out and the particle
derivative is replaced by the transient term]/]t, resulting in the
conduction equation. In a deforming solid, as in wire drawing,
extrusion or fiber drawing, the material is treated as a fluid, with
an appropriate constitutive equation, and the additional terms due
to pressure work and viscous heating are generally included. In

Fig. 2 Various steps involved in the design and optimization of a thermal system and in the implementa-
tion of the design

Table 2 Important considerations in thermal materials
processing

1. COUPLING OF TRANSPORT WITH MATERIAL
CHARACTERISTICS

different materials, properties, behavior, material
structure

2. VARIABLE MATERIAL PROPERTIES
strong variation with temperature, pressure and
concentration

3. COMPLEX GEOMETRIES
complicated domains, multiple regions

4. COMPLICATED BOUNDARY CONDITIONS
conjugate conditions, combined modes

5. INTERACTION BETWEEN DIFFERENT
MECHANISMS

surface tension, heat and mass transfer, chemical
reactions, phase change

6. MICRO-MACRO COUPLING
micro-structure changes, mechanisms operating at
different length and time scales

7. COMPLEX FLOWS
non-Newtonian flows, free surface flows, powder and
particle transport

8. INVERSE PROBLEMS
non-unique multiple solutions, iterative solution

9. DIFFERENT ENERGY SOURCES
laser, chemical, electrical, gas, fluid jet, heat

10. SYSTEM OPTIMIZATION AND CONTROL
link between heat transfer and manufacturing system
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the preceding equations, the material is taken as isotropic, with the
properties, which are taken as variable, assumed to be the same in
all directions. For certain materials, such as composites, the
nonisotropic behavior must be taken into account.

The stress tensor in Eq.~2! can be written in terms of the
velocity V̄ if the material characteristics are known. For instance,
if m is taken as constant for a Newtonian fluid, the relationships
between the shear stresses and the shear rates, given by Stokes,
are employed to yield

r
DV̄

Dt
5F̄2¹p1m¹2V̄1

m

3
¹~¹•V̄! (5)

Here, the bulk viscosityK5l1(2/3)m is taken as zero. For an
incompressible fluid,r is constant, which gives¹•V̄50 from Eq.
~1!. Then, the last term in Eq.~5! drops out.

Buoyancy Effects. The body forceF̄ is important in many
manufacturing processes, such as crystal growing and casting
where it gives rise to the thermal or solutal buoyancy term. The
governing momentum equation is obtained from Eq.~5!, when
thermal buoyancy is included, as

r
DV̄

Dt
52ēgrb~T2Ta!2¹pd1m¹2V̄ (6)

wherepd is the dynamic pressure, obtained after subtracting out
the hydrostatic pressure pa. Therefore,pd is the component due to
fluid motion, as discussed by Jaluria@9# and Gebhart et al.@10#.
Boussinesq approximations, that neglect the effect of the density
variation in the continuity equation and assume a linear variation
of density with temperature, are employed here. However, in
many practical cases, these approximations can not be used. The
governing equations are coupled because of the buoyancy term in
Eq. ~6! and must be solved simultaneously@11#.

Viscous Dissipation. The viscous dissipation termmF in Eq.
~3! represents the irreversible part of the energy transfer due to the
shear stress. Therefore, viscous dissipation gives rise to a thermal
source in the flow and is always positive. For a Cartesian coordi-
nate system,F is given by the expression

F52F S ]u

]xD 2

1S ]v
]y D 2

1S ]w

]z D 2G1S ]v
]x

1
]u

]yD 2

1S ]w

]y
1

]v
]zD 2

1S ]u

]z
1

]w

]x D 2

2
2

3
~¹•V̄!2 (7)

Similarly, expressions for other coordinate systems may be ob-
tained. This term becomes important for very viscous fluids, such
as glass, plastics and food, and at high speeds.

Processes With Phase Change.Many material processing
techniques, such as crystal growing, casting, and welding, involve
a phase change. Two main approaches have been used for the
numerical simulation of these problems. The first one treats the
two phases as separate, with their own properties and characteris-
tics. The interface between the two phases must be determined so
that conservation principles may be applied there@7,12#. This be-
comes fairly involved since the interface location and shape must
be determined for each time step or iteration.

In the second approach, the conservation of energy is consid-
ered in terms of the enthalpyH, yielding the governing energy
equation as

r
DH

Dt
5r

]H

]t
1rV̄•¹H5¹•~k¹T! (8)

where each of the phase enthalpiesHi is defined as

Hi5E
0

T

CidT1Hi
o (9)

Ci being the corresponding specific heat andHi
0 the enthalpy at

0K. Then, the solid and liquid enthalpies are given by, respec-
tively,

Hs5CsT Hl5ClT1@~Cs2Cl !Tm1Lh# (10)

whereLh is the latent heat of fusion, andTm the melting point.
The continuum enthalpy and thermal conductivity are given, re-
spectively, as

H5Hs1 f l~Hl2Hs! k5ks1 f l~kl2ks! (11)

where f l is the liquid mass fraction, obtained from equilibrium
thermodynamic considerations. The dynamic viscositym is ex-
pressed as the harmonic mean of the phase viscosities, employing
the limit ms→`, i.e., m5m l / f l . This model smears out the dis-
crete phase transition in a pure material. But the numerical mod-
eling is much simpler since the same equations are employed over
the entire computational domain and there is no need to keep track
of the interface between the two phases@13–15#. In addition, im-
pure materials, mixtures and alloys can be treated very easily by
this approach.

Chemically Reactive Flows.Combined thermal and mass
transport mechanisms are important in many materials processing
circumstances, such as chemical vapor deposition and processing
of food, reactive polymers, and several other materials with mul-
tiple species. Chemical reactions occurring in chemically reactive
materials substantially alter the structure and characteristics of the
product@16,17#.

A simple approach to model the chemical conversion process in
reactive materials, such as food, is based on the governing equa-
tion for chemical conversion, given as@18#

d

dt
@~12X̃!#52K~12X̃!m (12)

whereX̃ is the degree of conversion, defined as,

X̃5
Mi2Mt

Mi2M f
(13)

hereM is the amount of unconverted material, with subscriptsi, f,
and t referring to the amounts at the initial condition, final condi-
tion and at timet. The order of the reaction ism and K is the
reaction rate, these generally being determined experimentally.
Similarly, chemical kinetics play a critical role in the deposition of
material from the gas phase in chemical vapor deposition systems
@19,20#.

Idealizations and Simplifications
In order to develop an appropriate mathematical model for a

given materials processing system, several idealizations and sim-
plifications are made to make the problem amenable to an analyti-
cal or numerical solution. A general procedure, which includes
considerations of transient versus steady-state transport, number
of spatial dimensions needed, neglecting of relatively small ef-
fects, idealizations such as isothermal or uniform heat flux condi-
tions, and characterization of material properties, may be adopted
to obtain the usual simplifications in analysis@1#.

Boundary Conditions. Many of the boundary and initial con-
ditions used in materials processing are the usual no-slip condi-
tions for velocity and the appropriate thermal or mass transfer
conditions at the boundaries. Similarly, the normal gradients are
taken as zero at an axis or plane of symmetry, temperature and
heat flux continuity is maintained in going from one homogeneous
region to another, and initial conditions are often taken as zero
flow at the ambient temperature, representing the situation before
the onset of the process. For periodic processes, the initial condi-
tions are arbitrary.
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At a free surface, the shear stress is often specified as zero,
yielding a Neumann condition of the form]V̄/]n50, if negligible
shear is applied on the surface. In general, a balance of all the
forces acting at the surface is used to obtain the interface. As
considered in detail by Roy Choudhury et al.@21# and as pre-
sented later, the free surface may be determined numerically by
iterating from an initial profile and using the imbalance of the
forces for correcting the profile at intermediate steps, finally yield-
ing a converged profile. In a stationary ambient medium, far from
the solid boundaries, the velocity and temperature may be given
as V̄→0, T→Ta as n→`. However, frequently the condition
]V̄/]n→0 is used, instead, in order to allow for entrainment into
the flow. The use of this gradient, or Neumann, condition gener-
ally allows the use of a much smaller computational domain, than
that needed for a given value, or Dirichlet condition, imposed on
the velocityV̄ @22#.

If a change of phase occurs at the boundary, the energy ab-
sorbed or released due to the change of phase must be taken into
account. Thus, the boundary conditions at the moving interface
between the two phases must be given if a two-zone model is
being used. This is not needed in the enthalpy model mentioned
earlier. For one-dimensional solidification, this boundary condi-
tion is given by the equation

ks

]Ts

]y
2 kl

]Tl

]y
5rLh

dd

dt
(14)

wherey5d is the location of the interface. This implies that the
energy released due to solidification is conveyed by conduction in
the two regions. Similarly, the boundary condition may be written
for two or three-dimensional solidification@12#. For a stationary
interface, as in crystal growing shown in Fig. 1~c! and for con-
tinuous casting, the appropriate boundary condition has been
given by Siegel@23#.

Other Simplifications. In the case of material flow in a mov-
ing cylindrical rod or a plate for extrusion or hot rolling, the
temperature T is a function of time and location if a Lagrangian
approach is used to follow a material element. However, by plac-
ing the coordinate system outside the moving material, a steady

problem is obtained if the edge of the rod is far from the inlet and
if the boundary conditions are steady. Transient problems arise for
small lengths of the rod at short times following the onset of the
process, and for boundary conditions varying with time@24#.
Similarly, coordinate transformations are employed to convert
transient problems to steady state ones in other circumstances.

In the case of a single-screw extruder, shown in Fig. 3, the
coordinate system is generally fixed to the rotating screw and the
channel straightened out mathematically, ignoring the effects of
curvature. Then the complicated flow in the extruder is replaced
by a simpler pressure and shear driven channel flow, with shear
arising due to the barrel moving at the pitch angle over a station-
ary screw.

The basic nature of the underlying physical processes and the
simplifications that may be obtained under various circumstances
can be best understood in terms of dimensionless variables that
arise when the governing equations and the boundary conditions
are nondimensionalized. The commonly encountered governing
dimensionless parameters are the Strouhal number Sr, the Rey-
nolds number Re, the Grashof number Gr, the Prandtl number Pr
and the Eckert number Ec. These are defined as

Sr5
L

Vctc
, Re5

VcL

n
, Gr5

gb~Ts2Ta!L3

n2 , Pr5
n

a
,

Ec5
Vc

2

Cp~Ts2Ta!
(15)

whereVc is a characteristic speed,L a characteristic dimension,
and tc a characteristic time. The dimensionless equations may be
used to determine the various regimes over which certain simpli-
fications can be made, such as creeping flow at small Re and
boundary layer at large Re.

Material Considerations

Variable Properties. The properties of the material undergo-
ing thermal processing are very important in the modeling of the
process, in the interpretation of experimental results and in the
determination of the characteristics of the final product. The
ranges of pressure, concentration and temperature are usually
large enough to make it necessary to consider material property
variations. Usually, the dependence of the properties on tempera-
ture T is the most important effect. This leads to nonlinearity in
the governing equations and couples the flow with the energy
transport. Thus the solution of the equations and the interpretation
of experimental results become more involved than for constant
property circumstances. Average constant property values at dif-
ferent reference conditions are frequently employed to simplify
the solution@25,26#. However, most manufacturing processes re-
quire the solution of the full variable-property problem for accu-
rate predictions of the resulting transport.

The variation of dynamic viscositym requires special consider-
ation for materials such as plastics, polymers, food materials, sev-
eral oils and rubber, that are of interest in a variety of manufac-
turing processes. Most of these materials are non-Newtonian in
behavior, implying that the shear stress is not proportional to the
shear rate. Thus, the viscositym is a function of the shear rate and,
therefore, of the velocity field. The viscosity is independent of the
shear rate for Newtonian fluids like air and water, but increases or
decreases with the shear rate for shear thickening or thinning flu-
ids, respectively. These are viscoinelastic~purely viscous!fluids,
which may be time-independent or time-dependent, the shear rate
being a function of both the magnitude and the duration of shear
in the latter case.

Various models are employed to represent the viscous or rheo-
logical behavior of fluids of practical interest. Frequently, the fluid
is treated as a Generalized Newtonian Fluid~GNF! with the non-
Newtonian viscosity function given in terms of the shear rate
which is related to the second invariant of the rate of strain tensor.

Fig. 3 Screw channel and simplified computational domain for
a single-screw extruder
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For instance, time-independent viscoinelastic fluids without a
yield stress are often represented by the power-law model, given
by @27#

tyx5KcUdu

dyU
n21 du

dy
(16)

where Kc is the consistency index, andn the power law fluid
index. Note thatn51 represents a Newtonian fluid. Forn,1, the
behavior is pseudoplastic~shear thinning!and forn.1, it is dila-
tant ~shear thickening!. Then the viscosity variation may be writ-
ten as@27#

m5moS ġ

ġo
D n21

e2b~T2To! (17)

where
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for a two-dimensional flow, withu and w varying only with y.
Similarly, expressions for other two- and three-dimensional flows
may be written. Hereġ is the shear strain rate, the subscripto
denotes reference conditions andb is the temperature coefficient
of viscosity. For food materials, the viscosity is also a strong
function of the moisture concentrationcm . In addition, chemical
changes, that typically occur at the microscale level in the mate-
rial, affect the viscosity and other properties. Other models, be-
sides the power-law model, are also employed to represent differ-
ent materials@27–29#.

Glass is another very important material. It is a supercooled
liquid at room temperature. The viscosity varies almost exponen-
tially with temperature. Even a change of a few degrees in tem-
perature in the vicinity of the softening point,Tm , which is
around 1600°C for fused silica, can cause substantial changes in
viscosity and thus in the flow field and the transport@30#. An
equation based on the curve fit of available data for kinematic
viscosityn is written for silica, in S.I. units, as

n54545.45 expF32S Tm

T
21D G (19)

indicating the strong, exponential, variation ofn with temperature.
The heat transfer is further complicated by the fact that glass is a
participating medium for thermal radiation. The absorption coef-
ficient is a strong function of the wavelengthl and the radiation is
absorbed and emitted over the volume of the material. A two-band
spectral absorption model has been used extensively for studying
the thermal transport in the neck-down region of a furnace-drawn
optical fiber@31,32#.

There are several other important considerations related to ma-
terial properties, such as constraints on the temperature level in
the material, as well as on the spatial and temporal gradients, for
instance in the manufacturing of plastic-insulated wires@33#.
Similarly, constraints arise due to thermal stresses in the material
and are particularly critical for brittle materials such as glass and
ceramics.

Link Between Transport Processes and Material Character-
istics. Numerical and experimental investigation can lead to the
prediction of the thermal history of the material as it undergoes a
given thermal process. Similarly, the pressure, stress, mass trans-
fer, and chemical reactions can be determined. The next and par-
ticularly critical step is to determine the changes in the structure
or composition of the material as it goes through the system. But
this requires a detailed information on material behavior and how
structural or chemical changes occur in the material as a conse-
quence of the temperature, pressure and other conditions to which
it is subjected.

Nano, Micro, and Macro-Scale Coupling.The characteristics
and quality of the material being processed are generally deter-
mined by the transport processes occurring at the micro or nano-
meter scale in the material, for instance at the solid-liquid inter-
face in casting, over molecules involved in a chemical reaction in
chemical vapor deposition and reactive extrusion, or at sites where
defects are formed in an optical fiber. However, engineering as-
pects are generally concerned with the macroscale, involving
practical dimensions, typical physical geometries and appropriate
boundaries. It is crucial to link the two approaches so that the
appropriate boundary conditions for a desired micro or nano-
structure can be imposed in a physically realistic system. A con-
siderable interest exists today in this aspect of materials process-
ing. For instance, interest lies in understanding microscopic
phenomena associated with solidification and intense current re-
search work has been directed at this problem. The solidification
front can be divided into various morphological forms such as
planar, cellular and dendritic. Various models have been proposed
and studied@34#.

Similarly, detailed experimental work on the chemical conver-
sion of starches has been carried out@18#. The order of the reac-
tion m in Eq.~12! has been shown to be zero for starches and the
rate of the reactionK given as a combination of thermal~T! and
shear~S! driven conversion as

K5KT1KS (20)

where

KT5KTo exp~2ET /RT! KS5KSoexp~2ES /th! (21)

Here,t is the shear stress, andh is a constant, which is obtained
experimentally for the material, along with other constants in the
equation. A simple approximation may be applied to model the
degree of conversion defined in Eq.~13!, as given by@35#

w
dX̃

dz
5K (22)

Here, w is the velocity in the down-channel direction z in an
extruder. Thus, numerical results on conversion in the channel are
obtained by integrating this equation.

Another area in which the changes at the molecular level are
considered is that of generation of defects in optical fiber drawing.
The differential equation for the time dependence of theE8 defect
concentration was formulated by Hanafusa et al.@36# based on the
theory of the thermodynamics of lattice vacancies in crystals. It
was assumed that theE8 defects are generated through breaking
of the Si-O band, and, at the same time, some of the defects
recombine to form Si-O again. If the concentration and activation
energy of theE8 defects are represented bynd andEd , and those
of the precursors bynp andEp , the differential equation is given
by

dnd

dt
5npn* expS 2

Ep

k̃TD 2ndn* expS 2
Ed

k̃TD (23)

where, n* is the frequency factor for this reaction, andk̃ the
Boltzmann constant. The first term on the right hand side of this
equation expresses the generation of the defects while the second
term expresses the recombination. Thus the distribution of these
defects in the fiber may be calculated@37#.

Inverse Problems. Material behavior can often be employed
to determine the thermal cycle that a given material must undergo
in order to achieve desired characteristics. Metallurgical consider-
ations for steel, for instance, indicate the thermal process needed
for annealing, which is an important process employed for reliev-
ing the stresses in the material and restoring the ductility. The
thermal processing involves heating of the material to the anneal-
ing temperature of around 723°C for common sheet steel, main-
taining the temperature at this value for a given time, known as
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soaking period, so that this temperature level is attained every-
where in the material and the internal stresses are relieved, initial
slow cooling to allow the microstructure to settle down, and final
rapid cooling to reduce total time@38#.

Since our interest lies in determining the conditions that would
yield the desired temperature variation in the material, this is an
inverse problem. Analysis only yields the outputs on system be-
havior for given inputs, rather than solve the inverse problem of
yielding the inputs needed for a desired behavior. This latter prob-
lem is fairly difficult and has to be solved in order to select the
design variables. The solution is not unique and efforts have to be
made to narrow the domain over which design parameters and
operating conditions are to be chosen. Iteration is generally nec-
essary to obtain a satisfactory design. Optimization strategies may
be used to obtain an essentially unique solution@39#.

Solution Techniques and Simulation

Analytical. Due to the complexity of the governing equations
and the boundary conditions, analytical methods can be used in
very few practical circumstances and numerical approaches are
generally needed to obtain the solution. However, analytical solu-
tions are very valuable since they provide results that can be used
for validating the numerical model, physical insight into the basic
mechanisms and expected trends, and results for limiting or
asymptotic conditions.

Consider, for example, the complex flow in a screw extruder, as
shown in Fig. 1~d!. This flow can be simplified and transformed to
a shear and pressure driven flow in a channel, as discussed earlier
and as shown in Fig. 3. If a fully developed flow, for which the
velocity field remains unchanged downstream, is assumed, ana-
lytical solutions can be obtained for Newtonian fluids. If the pres-
sure gradient is zero, the velocity profile is linear and the dimen-
sionless flow rate, or throughput, qv, which is the flow rate
divided by the product of wall speed and cross-sectional area, is
simply 0.5. For a favorable pressure gradient, i.e., pressure de-
creasing downstream, the throughput exceeds 0.5 and for an ad-
verse pressure gradient it is smaller than 0.5. Similarly, for fully
developed flow in a die, the relationship between the pressure
dropDp, across a cylindrical region of lengthL and radiusR, and
the mass flow rateṁ was obtained by Kwon et al.@40# for a
power-law non-Newtonian fluid as

Dp5
2L

R
Ĉ~T!F3n11

4n

4ṁ

rpR3G n

(24)

wherem5Ĉ~T)(ġ)12n and Ĉ~T) is a temperature dependent co-
efficient. This expression can be used for several common dies
and it also applies for relatively long cylindrical regions in prac-
tical dies@41#.

Numerical. The numerical solution of the governing equa-
tions is based on the extensive literature on computational heat
transfer @11,42#, with the most commonly employed technique
being the SIMPLER algorithm, given by Patankar@43#, and the
several variations of this approach. This method employs the finite
volume formulation with a staggered grid and solves for the
primitive variables, such as velocity, pressure, concentration and
temperature. For two-dimensional and axisymmetric problems,
the governing equations are often cast in terms of the vorticity and
streamfunction by eliminating the pressure from the two compo-
nents of the momentum equation and by defining a streamfunction
to take care of the continuity equation@11#. This reduces the num-
ber of equations by one and eliminates pressure as a variable,
though it can be calculated after the solution is obtained. This
approach is generally advantageous, as compared to the primitive
variable approach, for two-dimensional and axisymmetric flows.
The latter approach is more appropriate for three-dimensional
circumstances.

In materials processing, both transient and steady-state solu-
tions are of interest, depending on the process under consider-
ation. In the former case, time marching is used with convergence
at each time step to obtain the time-dependent variation of the
transport. For steady problems also, time marching may be used to
obtain steady-state results at large time. The problem can also be
solved by iteration or by using false transients, with large time
steps. Though central differences are desirable for all the approxi-
mations, numerical instability with the convection terms is often
avoided by the use of upwind, exponential or power-law differ-
encing schemes@43#. Because of the inaccuracy due to false dif-
fusion, second-order upwind differencing and third-order QUICK
schemes have become quite popular for discretizing the convec-
tion terms@44#. Under-relaxation is generally needed for conver-
gence due to the strong nonlinearities that arise in these equations
mainly due to property variations. Finite element and boundary
element methods have also been used advantageously to simulate
these systems.

Experimental. Experimental work is particularly important
in a study of thermal processing of materials. This is needed for
enhancing the basic understanding of the underlying transport pro-
cesses, providing physical insight that can be used in the devel-
opment of mathematical and numerical models, determining im-
portant aspects and variables, providing results for validation of
mathematical and numerical models, and yielding quantitative re-
sults that can be used to characterize processes and components in
the absence of accurate and dependable models. There are many
complex transport processes where experimental results are
needed to guide the development of the model and also generate
quantitative data that can be used as empirical inputs if accurate
modeling is not possible. Many important techniques have been
developed in recent years on the measurement of flow, tempera-
ture and concentration distributions in a given system, and are
being used in a variety of materials processing applications.

Typical Results From Numerical Simulation
The numerical results obtained for a few important processes

are presented here to illustrate the basic characteristics of thermal
processing of materials and some of the relevant considerations.
Even though extensive results have been obtained in various stud-
ies, only a few typical results are presented.

Polymer Extrusion. This is an important manufacturing pro-
cess, which has been mentioned earlier and is sketched in Figs.
1~d! and 3. Interest lies in the control and prediction of the heat
transfer and flow in order to predict, improve and modify physical
and chemical changes undergone by the material as it moves
down the extruder channel. Figure 4 shows typical computed ve-
locity and temperature fields in an extruder channel for a single-
screw extruder. Large temperature differences arise across the
channel height because of the relatively small thermal conductiv-
ity of plastics. There is little bulk mixing, due to the high viscos-
ity, which is typically more than a million times that of water at
room temperature. Reverse screw elements, sudden changes in the
screw configuration and other such sharp changes in the channel
are often used to disrupt the well-layered flow and promote mix-
ing. The extruded material temperature rises beyond the imposed
barrel temperature due to viscous dissipation. Additional results
and trends are presented in several papers@27,28#.

The residence time distribution~RTD! is an important consid-
eration in the extrusion process. The residence time is the amount
of time spent by a fluid particle in the extruder from the inlet to
the die. An excessive residence time can lead to over-processing
or degradation. Similarly, a short residence time can result in
under-processing. The final product is, therefore, strongly affected
by the residence time distribution since structural changes due to
thermal processing and chemical reactions are usually time-
dependent. The RTD is a function of the flow field and can be
numerically simulated by particle tracking. Several results are
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given in the literature on RTD for different extruders@17,28,45#. It
is experimentally obtained by releasing a fixed amount of color
dye or tracer in the material at the inlet or hopper and measuring
the flow rate of the dye material as it emerges from the extruder at
the other end.

More recently, the use of twin-screw extruders for the process-
ing of polymeric materials has increased substantially. The main
advantages of twin-screw extruders, over single-screw extruders,
are better stability, control and mixing characteristics. In twin
screw extruders, two screws are positioned adjacent to each other
in a barrel casing whose cross section is in a figure of eight pat-
tern, see Fig. 5. Twin-screw extruders are of many types, such as,
intermeshing, non-intermeshing, co-rotating, counter-rotating, to
name a few.

The flow domain of a twin-screw extruder is a complicated one
and the simulation of the entire region is very involved@46#. A
major simplification in the numerical simulation is obtained by
dividing the flow into two regions: the translation, or T region,
and the mixing, or M region, as sketched in Fig. 5. This figure
schematically shows sections taken normal to the screw axes of
tangential twin screw extruders. Due to geometric similarity, the
flow in the translation region is analyzed in a manner identical to
that for a single screw extruder. The intermeshing, or mixing,

region is represented by the geometrically complex portion of the
extruder between the two screws. A hypothetical boundary is used
to numerically separate the two regions@47#. The finite-element
method is particularly well suited for the modeling of the complex
domain in a twin-screw extruder. Figure 6 shows the finite ele-
ment mesh used and some typical results on the transport in the
mixing or nip region of the extruder. Large gradients arise in
pressure, velocity and shear rate in the nip region, resulting in
substantial fluid mixing, unlike the small recirculation in single-
screw extruders. Similarly, other approximations and results on
twin-screw extruders have been presented in the literature@48#.

Optical Fiber Drawing. The optical fiber drawing process
has become critical for advancements in telecommunications and
networking. In this process, as sketched in Fig. 1~a!, a cylindrical
rod, which is known as a preform and which is specially fabri-
cated to obtain a desired refractive index variation, is heated in a
furnace and drawn into a fiber. Its diameter changes substantially,
from 2–10 cm to around 125mm in a distance of only a few
centimeters. The radiative transport within the glass, which is a
participating medium, is determined using the optically thick me-
dium approximation or improved models such as the zonal
method@49#. Interest lies in obtaining high quality optical fibers,

Fig. 4 Calculated velocity and temperature fields in the channel of a single screw extruder at nÄ0.5 and dimension-
less throughput q vÄ0.3, for typical operating conditions
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as indicated by low concentration of process-induced defects, di-
ameter uniformity, desired refractive index variation, low tension,
strength, and other important measures, at high draw speeds.

Typical computed results in the neck-down region, for a speci-
fied profile, are shown in Fig. 7 in terms of the streamfunction,
vorticity, viscous dissipation and temperature contours. The flow
is seen to be smooth and well layered because of the high viscos-
ity. Typical temperature differences of 50–100°C arise across the
fiber for preform diameters of around 2.0 cm. Larger temperature
differences arise for larger preform diameters@37#. Viscous dissi-
pation, though relatively small, is mainly concentrated near the

end of the neck-down, in the small diameter region, and plays an
important role in maintaining the temperatures above the soften-
ing point @30#.

The determination of the neck-down profile of the glass pre-
form as it is drawn into a fiber is a particularly difficult problem.
Relatively simple models had been employed in the past to study
the flow in this region@50#. More recently, a combined analytical
and numerical approach, based on the transport processes and the
surface force balance, was developed for the calculation of the
neck-down profile@21#. Axisymmetric, laminar flows were as-
sumed in the glass and in the circulating inert gases. A correction
scheme was obtained for the neck-down profile using the radially
lumped axial velocity, the normal force balance and the vertical
momentum equations. The profile was then determined numeri-
cally by iterating from an initial profile and using this scheme for
correcting the profile at intermediate steps, finally yielding a con-
verged profile.

A typical example of the numerical generation of neck-down
profile with a cosinusoidal starting profile is shown in Fig. 8~a!. It
is seen that, for the first few iterations, the neck-down profile is
quite unrealistic, with a flat region and an abrupt change in radius
near the end of neck down. But after a few iterations, the shape
becomes quite smooth and monotonically decreasing, eventually
reaching a steady, converged, profile, as indicated by the invari-
ance of the profile with further iterations. For convergent cases,
perturbations to the initial profile and different starting shapes lead
to the converged neck-down profile, as seen in Fig. 8~b!, indicat-
ing the robustness of the numerical scheme and the stability of the
drawing process. The force balance conditions were also closely
satisfied if convergence was achieved. However, convergence
does not occur in every case, leading to infeasible drawing con-
ditions, as discussed later. It was found that viscous and gravita-
tional forces are the dominant mechanisms in the determination of
the profile. Surface tension effects are small. The external shear
and inertial effects are small, as expected. Later papers obtained
the profile at higher draw speeds and for larger preform diameters
@37,51#.

There are several other processes involved in a typical optical
fiber manufacturing process, as shown in Fig. 1~a!. The fiber is
cooled as it moves away from the furnace and is then coated with
a jacketing material for protection against abrasion, to reduce
stress induced microbending losses, and for increased strength.
The temperature of the fiber entering the coating section is limited
by the properties of the coating material used, being around 150°C
for commonly used curable acrylates. The wet coating is then
cured by ultra-violet radiation as it passes through the curing
station@52–55#.

Casting. Casting is an important manufacturing process,
which involves solidification and melting@15#. The buoyancy-
driven flow due to temperature and concentration differences in
the liquid or melt region is coupled with the conduction in the
solid. For casting in an enclosed region, the interface between the
liquid and the solid moves away from the cooled walls for solidi-
fication till the entire material is solidified. However, the time-
dependent location of this interface is not known and must be
obtained from the solution. A coordinate transformation, such as
the Landau transformation, may be employed to simplify the com-
putational domains@12,14#. In continuous casting and crystal
growing, as shown in Fig. 1~c!, the interface between the solid and
the liquid is essentially stationary, but it is not known a priori and
an iterative procedure may be adopted to determine its shape and
location. Transformations and body fitted coordinates may be em-
ployed to approximate the irregular shaped computational do-
mains. If the enthalpy model is employed, the entire region is
treated as one, considerably simplifying the computational proce-
dure @14,56#. From an engineering standpoint, interest lies in ob-
taining high quality castings, with few voids and defects, good
grain structure and low stresses, at high production rates.

The coupled conduction in the walls of the mold is an important

Fig. 5 Schematic diagram of the cross-section of a tangential
twin screw extruder, showing the translation „T… and inter-
meshing, or mixing „M…, regions

Fig. 6 Mesh discretization for the mixing region in a co-
rotating tangential twin screw extruder, along with typical com-
puted results for low density polyethylene „LDPE… at nÄ0.48,
barrel temperature, TbÄ320°C, inlet temperature, TiÄ220°C,
NÄ60 rpm, q vÄ0.3
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consideration in these problems. The effect of the imposed condi-
tions at the outer surface of the mold on the solidification process
can be obtained by solving this conjugate problem, which yields
the temperature distribution in the mold as well as that in the solid
and the liquid. Banaszek et al.@57# carried out numerical simula-
tions and appropriately designed experiments to demonstrate the
importance of conduction in the wall, as shown in Fig. 9. Such
numerical and experimental studies can be used to determine the
movement of the solidification front with time and thus monitor
the generation of voids and other defects in the casting. Experi-
mental studies have been relatively few because of the complexity
of the process. Detailed accurate experimental results are needed
to critically evaluate the various models employed for simulation
as well as to provide information on the characteristics of the
interface for the development of microscale models.

Recent work on this problem has led to a much better under-
standing of the solidification process than before. The buoyancy-
induced flow affects the heat and mass transfer processes, which
in turn influence the characteristics of the melt-solid interface and
the rate of melting/solidification. The transport also affects the
quality of the product because of undesirable oscillations, genera-
tion of voids, and distribution of impurities. There has been a
growing interest in the solidification of mixtures, particularly al-
loys, and polymers@58#.

Continuous Processing. Continuously moving materials un-
dergoing thermal processing are frequently encountered in manu-
facturing processes like hot rolling, wire drawing and extrusion. If
the location of the moving surface is known, the continuous
movement of the edge may be replaced by discrete steps and the
numerical modeling carried out until results are obtained over a

specified time or until the steady-state circumstance is obtained
@22#. The corresponding initial and boundary conditions are ob-
tained as:

t50: L~ t !50 t.0: at x50, T5To ;

at x5L~ t !, 2k
]T

]x
5hL~T2Ta! (25)

wherehL is the heat transfer coefficient at the edge of the moving
rod. The problem may be solved analytically@24# or numerically,
the latter approach being more appropriate for two and three-
dimensional problems and for practical circumstances. The length
of the rodL increases with time and the temperature at the end
decreases. At large time for steady ambient conditions, a steady
temperature distribution arises over the rod and the temperature at
the moving end reaches the ambient temperature.

In most practical circumstances, conjugate conditions arise at
the surface and the convective transport in the fluid must be
solved in conjunction with conduction in the moving solid. The
region close to the point of emergence of the material usually has
large axial gradients and requires the solution of the full equa-
tions. However, far downstream, the axial diffusion terms are
small and boundary layer approximations may be made. Interest
lies in controlling the local processing of the material in order to
obtain uniformity, desired product characteristics and high
productivity.

Figure 10 shows the typical calculated streamlines for a flat
plate moving in a quiescent medium. The ambient fluid is drawn
toward the moving surface because of large pressure gradients
directed towards the origin. This effect decays downstream and

Fig. 7 Calculated „a… streamfunction, „b… vorticity, „c… viscous dissipation, and „d… temperature contours in the optical fiber
drawing process for typical drawing conditions
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the flow approaches the characteristics of a boundary-layer flow.
The boundary-layer thickness increases in the direction of motion.
If buoyancy effects due to the temperature differences are in-
cluded, the maximum velocity in the flow is larger than the plate
speedUs , for an upward moving heated plate, as shown in the
figure. This flow increases the heat transfer from the plate. Simi-
larly, other orientations, the time-dependent flow at the initial
stages of the process, and other important aspects have been
investigated.

Chemical Vapor Deposition. Chemical vapor deposition in-
volves the deposition of thin films from a gas phase on to a solid
substrate by means of a chemical reaction that takes place during
the deposition process. The activation energy needed for the
chemical reactions is provided by an external heat source, see Fig.
1~b!. The products of the reactions form a solid crystalline or an
amorphous layer on the substrate. This technique has become
quite important in materials processing and is used in a wide
range of applications. The quality of the deposited film is charac-
terized in terms of its purity, composition, thickness, adhesion,
surface morphology and crystalline structure. The level of quality
needed depends on the application, with electronic and optical
materials imposing the most stringent demands. Much of the ini-
tial effort on this problem was directed at silicon deposition be-
cause of its importance in the semiconductor industry. However,
recent efforts have been directed at the deposition of materials
such as titanium nitride, silicon carbide, diamond, and metals like
titanium, tungsten, aluminum, and copper.

Many different types of CVD reactors have been developed and
applied for different applications. The quality, uniformity, and rate
of deposition are dependent on the heat and mass transfer, and on
the chemical reactions that are themselves strongly influenced by
temperature and concentration levels@20,59#. The flow, heat trans-
fer and chemical reactions in CVD reactors have been investi-
gated by several researchers@59,60#. Some typical results ob-
tained for silicon deposition are shown in Fig. 11, indicating a

Fig. 8 „a… Iterative convergence of the neck-down profile in
optical fiber drawing; „b… results for different starting profiles.
Here, r *Är ÕR and z*ÄzÕL , where R is the preform radius, and
L the furnace length.

Fig. 9 Experimental and numerical results for water solidification driven by
convection and conduction
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comparison between numerical and experimental results from
@61#. A fairly good agreement is observed, given the uncertainty
with material property data and with the chemical kinetics. The
two results from@60# refer to two different values of the diffusion
coefficient, the one labeled as the reference case employing the
same values as those in@62#.

Conjugate transport at the heated surface is also an important
consideration, since in actual practice thermal energy is supplied
to the susceptor, often at a constant rate, and the temperature
distribution at the surface depends on the transport processes that
arise. An experimental and numerical study was carried out by

Chiu et al.@63# on the heat transfer in a horizontal channel with a
finite heated region to approximate the susceptor. Figure 12 shows
the typical results obtained, indicating good agreement between
the experimental and numerical results. The characteristics of the
flow, ranging from steady laminar to oscillatory and turbulent
flow, were investigated and linked to the film uniformity.

Additional Processes. Only a few thermal processing tech-
niques have been presented in the preceding section. There are
many other processes in which the thermal transport is of crucial
importance and which have been of particular interest in recent
years. Among these are crystal growing, microgravity materials
processing and thermal sprays. The Czochralski method, shown in
Fig. 1~c!, has dominated the production of single crystals for mi-
croelectronics and has been the subject of considerable research
interest over more than three decades@64,65#. Other crystal
growth techniques, including Bridgman crystal growing in which
the furnace has an upper zone at temperature above the melting
point and a lower zone at temperature below the melting point,
have also been investigated@64#. Microgravity conditions are ob-
tained, for instance, in laboratories orbiting in space, where the
processing of materials can be carried out with reduced effects of
the terrestrial gravitational field. Gravity determines the
buoyancy-driven flows in the melt of a crystal growing system
and thus affects the quality and characteristics of the crystal. Thus,
by controlling the gravitational force, the resulting transport pro-
cesses and the final product can be improved@66#. Thermal sprays
may be used for the manufacture of near-net shape structured
materials. Sprays containing droplets of the desired deposition
material are directed at a specified substrate and the material is
deposited by rapid solidification. Due to the elimination of several
traditional processing steps, the process is fast and rapid solidifi-
cation eliminates macrosegregation, which weakens traditionally
cast materials@67–69#. Superior properties, associated with fine-
grained microstructures and non-equilibrium phases, are usually
obtained.

Validation
A very important consideration in modeling and simulation is

that of validation of the models. This is particularly critical in
thermal materials processing because of lack of accurate material
property data, combined mechanisms and other complexities in
the process. Validation of the models is based on a consideration
of the physical behavior of the results obtained, elimination of the
effect of arbitrary parameters like grid and time step, and com-

Fig. 10 „a… Flow in the ambient fluid due to a continuously
moving material; „b… dimensionless velocity „u ÕUs… distribution
in the fluid due to a vertically moving heated plate with aiding
buoyancy effects

Fig. 11 Comparisons between the numerical results on pre-
dicted film growth rate and the experimental data of †61‡
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parisons with available analytical results for simpler configura-
tions, with numerical results in the literature, and with experimen-
tal results on the process and on a prototype, if available@70,71#.
A few examples are given here.

Polymer Extrusion. Measurements on the temperature and
velocity distributions in an extruder channel are very complicated
because of the complex domain, rotating screw and generally
opaque nature of the typical materials. However, the overall char-
acteristics of the extrusion process, in terms of pressure and tem-
perature at the die, residence time distribution, total heat input,
characteristics of the extrudate, total torque exerted on the screw,
and flow rate, are available in the literature@16,27#. These can be
used to validate the main predictions of the models for the poly-
mer extrusion process. However, detailed temperature, velocity
and pressure distributions are needed to determine the accuracy,
validity and predictability of the local behavior. Esseghir and Ser-
nas @72# have carried out innovative and well-designed experi-
ments on single-screw extruders, using a cam-driven thermo-
couple which allowed the probe to travel in and out of the channel
in a synchronized motion linked to the screw rotation.

A few experimental results for Viscasil-300M, which is a non-
Newtonian fluid, are shown in Fig. 13, along with numerical re-
sults from two-dimensional finite volume and three-dimensional
finite element calculations@29,73#. The effect of fluid recircula-
tion in the screw channel is seen as the temperature near the screw
root being closer to the barrel temperature, than that predicted by
the two-dimensional model which does not consider this recircu-
lation. A three-dimensional model is thus needed to simulate this
recirculation and the results are seen to be close to the experimen-
tal data. Similarly, an experimental study was carried out to inves-
tigate the characteristics of the flow and the basic features of the

mixing process in the intermeshing, or mixing, region@74#. Ex-
perimentally and numerically obtained streamlines in the region
between two rotating cylinders, approximating a twinscrew, were
obtained and a good agreement between the two was observed.

Measurement of the velocity distribution in the channel is also
very involved because of the complex geometry and rotating
screws. Bakalis and Karwe@75# have carried out velocity mea-
surements for heavy corn syrup, which is transparent. Employing
a plexiglas window, a two-component Laser Doppler Anemometer
~LDA! in the backscatter mode was used to measure the local
velocities in the extruder, as shown in Fig. 14~a!. The compli-
cated, three-dimensional, flow field was studied and a comparison
of the tangential velocity distribution in the translation region with
the numerical predictions is shown in Fig. 14~b!. A fairly good
agreement is observed, lending support to the model. Similarly,
different velocity components were measured in the intermeshing
region and compared with numerical predictions, yielding good
agreement.

Optical Fiber Drawing. Very little experimental work has
been done on the thermal transport in the optical fiber drawing
process because of the high temperatures encountered, high draw
speeds, complex geometry, and difficult accessibility into the fur-
nace@39,50#. Paek and Runk@76# experimentally determined the
neck-down profile. Using the heat transfer coefficient values given
by them and an appropriate parabolic furnace temperature distri-
bution to obtain the experimental conditions, the neck-down pro-
file was calculated in@21# and compared with the experimental
results, as shown in Fig. 15~a!. The analytical results obtained by
Paek et al.@77# showed that the draw tension plotted on a

Fig. 12 Comparison between experimental observations and numerical predictions of
streamlines at Re Ä9.48 and ReÄ29.7 for a ceramic susceptor
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logarithmic scale varies linearly with the inverse of the furnace
temperature. A comparison between the computed results and the
experimental data show good agreement, as seen in Fig. 15~b!.

Casting. Some numerical and experimental results were
shown earlier for solidification of water, indicating good qualita-
tive agreement. A benchmark problem, in which melting in a rect-
angular enclosed region is initiated by step changes in the tem-
peratures at the left and right boundaries, the left being held at a
temperature higher than the melting point and the right at a tem-
perature lower than the melting point, has been used for validating
the models. Figure 16 shows the experimental results and corre-
sponding numerical predictions on the liquid-solid interface loca-
tion, for melting of pure tin, using the enthalpy model@78,79#.
Though these results are found to agree quite well, further detailed
comparisons are needed to improve existing models.

System Simulation
In the preceding sections, we have discussed modeling and

simulation of various processes and components that are of inter-
est in the thermal processing of materials. However, there is an-
other very important aspect that must be considered and that re-
lates to the numerical simulation of the overall thermal system,

which usually consists of several components, since the process
undergone by the material results from the energy exchange with
the various components of the system@1#.

Consider, for instance, a typical electrical furnace, which con-
sists of the heater, walls, insulation, enclosed gases and the mate-
rial undergoing heat treatment. The transport mechanisms in all
these components are coupled through the boundary conditions.
Thus, the heater exchanges thermal energy with the walls, the
gases and the material. Similarly, the material undergoing heat
treatment is in energy exchange with the heater, the walls and the
gases. The gas flow is driven by an externally imposed pressure
difference, such as that due to a fan, by moving materials in con-
tinuous processing, and by buoyancy. Each individual component
may first be mathematically modeled and numerically simulated
as uncoupled from the others, by employing prescribed boundary
conditions. Then, these individual simulations can be combined,
employing the appropriate coupling through the boundary condi-
tions. This procedure provides a systematic approach to the nu-
merical simulation of the system, which may be a simple one or a
complicated practical one@38#. Once the simulation of the system
is achieved, with satisfactory experimental validation, the design
and optimization of the process as well as of the system may be
undertaken.

Fig. 13 Comparisons between numerical and experimental results on temperature profiles for
Viscasil-300M, with „a… and „c… from the three-dimensional „FEM… model and „b… and „d… from the
two-dimensional „FDM… model. For „a… and „b…: TiÄ20.3°C, TbÄ12.2°C, NÄ20. For „c… and „d…:
TiÄ18.8°C, TbÄ22.3°C, NÄ35.
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Process Feasibility
An important consideration in the design of a system for mate-

rials processing is the feasibility of the process, since there is
usually a fairly narrow domain of operating conditions in which
the process is possible. Numerical simulation can play a signifi-
cant role on this aspect since it can guide the selection of operat-
ing conditions and design parameters that can lead to successful
thermal processing. A few studies in polymer extrusion and opti-
cal fiber drawing are discussed here as examples.

Polymer Extrusion. The feasibility of the process is deter-
mined largely by the flow and the pressure and temperature rise in
the extruder. Using the modeling discussed earlier, the feasible
domain for a self-wiping co-rotating twin-screw extruder is deter-
mined for the extrusion of Amioca, which is pure starch, as shown
in Fig. 17. An upper limit is obtained for the mass flow rate.
Beyond this limit, though the numerical scheme converges, the
results are not physical acceptable. In actual practice, for a given
screw rotational speed, each turn of the screw can move a specific
maximum volume of material. Then the given mass flow rate can
not exceed this limit given by the shear-driven flow. For higher
mass flow rates, it is necessary to impose a favorable pressure
gradient to push the material down the channel. Therefore, a nega-
tive pressure gradient along the axial direction will occur in the
channel and that is not physically acceptable for an extruder@80#.
For a specific screw speed, the simulation code also diverges for
mass flow rates lower than the critical points shown in the figure
because of flow instability and excessive pressures, temperatures

and residence times. These results and trends show good agree-
ment with the observations on practical systems that also yield a
domain in which a stable reactive extrusion process can be created
@81#.

Optical Fiber Drawing. Using the mathematical and numeri-
cal models discussed earlier for optical fiber drawing, it has been
shown that, for given fiber and preform diameters and for a given
draw speed, it is not possible to draw the fiber at any arbitrary
furnace wall temperature distribution@21,82,83#. If the furnace
temperature is not high enough, it is found that the fiber breaks
due to lack of material flow, a phenomenon that is known as
viscous rupture@84#. This is first indicated by the divergence of

Fig. 14 „a… Experimental arrangement for velocity measure-
ments in the flow of corn syrup in a twin-screw extruder; „b…
comparison between calculated and measured tangential ve-
locity Ux profiles for isothermal heavy corn syrup at 26.5°C,
with mass flow rate of 6 kg Õhr and screw speed of 30 rpm

Fig. 15 Comparison of the numerical predictions of „a… the
neck-down profile and „b… the draw tension with experimental
results from †76,77‡
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the numerical correction scheme for the profile and is then con-
firmed by excessive tension in the fiber. Similarly, it is determined
that, for a given furnace temperature, there is a limit on the speed
beyond which drawing is not possible, as this leads to rupture.
Thus, as shown in Fig. 18~a!, a region in which drawing is fea-
sible can be identified. Beyond the boundaries of this region,

drawing is not possible. For the domain in which the drawing
process is feasible, the draw tension is calculated. The ‘‘iso-
tension’’ contours are shown in Fig. 18~b!. As expected, the draw
tension is small at higher temperatures and lower speeds, which
explains the positive slope of the iso-tension contours.

Similarly, different combinations of other physical and process
variables, such as the inert gas flow velocity, furnace wall tem-
perature distribution, furnace length and diameter, and preform
and fiber diameters, may be considered to determine the feasibility
of the process. Figure 18~c! shows the results when the furnace
length and temperature are considered as the two main param-
eters. Again, the feasibility of the process is largely determined by
viscous rupture, which is a direct result of high draw tension. It is
seen that either a higher draw temperature or a longer residence
time in the furnace, as regulated by its length, is needed to make
fiber drawing possible at higher draw speeds. Using such results,
the parameters in a fiber drawing system can be chosen to draw a
fiber of desired diameter.

Additional Engineering Aspects
Several important considerations in the design and operation of

practical thermal materials processing systems were discussed in
the preceding sections. These included issues like rate of fabrica-
tion, quality of the product, and feasibility of the process. How-
ever, there are obviously many other aspects that need to be con-
sidered in the design and optimization of the system and for the
selection of the operating conditions. Some of these are outlined
here.

An important consideration in polymer extrusion is the mixing
inside the screw channel since it determines the homogeneity of
the processed material. The downstream motion of material par-
ticles may be considered for a better understanding of the mixing
process. Similarly, the distributive mixing inside the channel may
be considered in terms of mixing between two different types of
materials, with each initially occupying one half of the channel.
Several other measures of mixing have been considered in the
literature. Substantial work has also been done on mixing in twin-
screw extruders, including the use of chaos introduced by changes
in the geometry and the boundary conditions@85#. Similarly, melt-
ing and solidification of the material, leakage across screw flights,
instability in the flow, unfilled screw channels, and conjugate
transport due to conduction in the barrel are other important en-
gineering issues in polymer extrusion. Transient effects are also
important, both for the start-up of the process and for changes in
the operating conditions.

Fig. 16 Comparison between measured and predicted interface locations dur-
ing „a… melting, and „b… solidification of pure tin from a vertical surface †78,79‡

Fig. 17 Feasible domain for twin-screw extrusion of starch
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Similarly, in other thermal materials processing systems, impor-
tant aspects that are particularly relevant to the process under
consideration arise and must be taken into account by the simula-
tion and experimentation in order to provide the appropriate in-
puts for system design and optimization. These relate to engineer-
ing issues like durability, maintenance, availability of different
materials and components, and the convenience and practical
range of operating conditions.

Optimization
We have so far largely considered workable or acceptable de-

sign of a system. Such a design satisfies the requirements for the
given application, without violating any imposed constraints.
However, the design would generally not be the best or optimal
design, as judged on the basis of cost, performance, efficiency,
performance per unit cost, or other such measures, with accept-
able environmental effects. The need to optimize is very important
in the design of the materials processing systems and has become
particularly crucial in the recent times due to growing global com-
petition.

Any optimization process requires the specification of a quan-
tity or functionU, known as the objective function and which is to
be minimized or maximized. The general mathematical formula-
tion for the optimization of a system may be written as

U~x1 ,x2 ,x3 , . . . ,xn!→Uopt (26)

with,

Gi~x1 ,x2 ,x3 , . . . ,xn!50, for i 51,2,3, . . . ,m (27)

and,

Hi~x1 ,x2 ,x3 , . . . ,xn!<or>Ci , for i 51,2,3, . . . ,l (28)

wherexi represent the design variables and operating conditions,
Gi represent equality constraints, andHi inequality constraints. If
the number of equality constraintsm is equal to the number of
independent variablesn, the constraint equations may simply be
solved to obtain the variables and there is no optimization prob-
lem. If m.n, the problem is over constrained and a unique solu-
tion is not possible. Some constraints have to be discarded to
makem<n. If m,n, an optimization problem is obtained.

For thermal materials processing, the objective function U
could be taken as the number of items produced per unit cost,
product quality, or the amount of material processed. The con-
straints are often given on the temperature and pressure due to
material limitations. Conservation principles and equipment limi-
tations restrict the flow rates, cutting speed, draw speed, and other
variables. The second law of thermodynamics and entropy genera-
tion can also be used to optimize systems so that exergy, which is
a measure of the availability of energy from a thermal system, can
be maximized@86#.

Search methods constitute the most important optimization
strategy for thermal systems. The underlying idea is to generate a
number of designs, which are also called trials or iterations, and to
select the best among these. Effort is made to keep the number of
trials small, often going to the next iteration only if necessary. The
steepest ascent/descent method is an important search method for
multivariable optimization and is widely used for a variety of
applications including thermal systems. However, it does require
the evaluation of gradients in order to determine the appropriate
direction of movement, limiting the application of the method to
problems where the gradients can be obtained accurately and eas-
ily. Several other such gradient-based methods have been devel-
oped for optimization and are used for a variety of thermal pro-
cesses@1,87,88#. Genetic optimization algorithms, that are based
on function evaluations instead, have also been developed, though
these methods are often less efficient than gradient-based
methods.

The objective function is among the most critical and difficult
aspects to be decided in the optimization of thermal materials

Fig. 18 Results obtained from a feasibility study of the optical
fiber drawing process: „a… different cases studied, showing
both feasible and infeasible combinations of parameters; „b…
‘‘iso-tension’’ contours for the feasible range of fiber drawing;
„c… feasible domain at a draw speed of 15 m Õs in terms of fur-
nace length and temperature
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processing systems, since the optimal design is a strong function
of the chosen criterion for optimization. For illustration, let us
consider a CVD system for deposition of TiN. As discussed in
detail by Chiu et al.@88#, the main qualities of interest include
product quality, production rate, and operating cost. These three
may be incorporated into one possible objective functionU, which
is to be minimized and is given by

U5
~Product Quality Deficiency!3~Operating Cost!

Production Rate
(29)

Here, the product quality is defined in terms of uniformity of film
thickness and other properties which quantify the desired at-
tributes. Since the objective function is minimized, maximum pro-
duction rate is achieved by placing it in the denominator. The
objective function represents equal weighting for each design
quality. Obviously, the objective function may assume many pos-
sible forms. Using the steepest ascent method, Chiu et al.@89#
obtained the optimal design.

A similar study was carried out by Cheng@90# on the optical
fiber drawing process, considering the numerical simulation of the
draw furnace. The objective function could again be taken as the
general form given by Eq.~29!. Because of the complexity of the
process and lack of information on operating costs, the effort was
directed at the fiber quality, taking the tension, defect concentra-
tion and velocity difference across the fiber, all these being scaled
to obtain similar ranges of variation, as the main considerations.
The objective functionU was taken as the square root of the sum
of the squares of these three quantities and was minimized. Sev-
eral search methods, such as golden-section for single variable

and univariate search for mutivariable cases, were employed. Fig-
ure 19 shows typical results from golden-section search for the
optimal draw temperature and draw speed. The results from the
first search are used in the second search, following the univariate
search strategy, to obtain optimal design in terms of these two
variables. Several other results were obtained on this complicated
problem.

Knowledge Base
An important aspect in the design of systems for the thermal

processing of materials is the use of the available knowledge base
on the process to guide the design and operation of the system.
The knowledge base typically includes relevant information on
existing systems and processes, current practice, knowledge of an
expert in the particular area, material property data, and empirical
data on equipment and transport, such as heat transfer correla-
tions. Some effort has been directed in recent years at streamlining
the design process and improving the design methodology@91#.
The basic concept behind knowledge-based systems is the storage
and use of this knowledge to take logical decisions for selection,
diagnostics and design@92#. Empirical data, heuristic arguments
and rules for making decisions are all part of this knowledge-
based methodology. The expert knowledge is obviously specific to
a given application and represents the knowledge and experience
acquired by the expert over a long period of work in the area of
interest.

Knowledge-based design methodology is particularly useful in
selecting an initial design for a given system. Two strategies may
be used for generating an initial design. The first is based on a
library of designs built using information from earlier design ef-
forts and from existing systems. The design closest to the given
problem may be selected by comparing the designs in the library
with the desired specifications. The second approach uses the
knowledge and experience of an expert to generate a design for
the given requirements and constraints@93#. Of course, the user
can always enter his/her own initial design if the output from the
library or the expert rules is not satisfactory.

The knowledge base is also used in the redesign process to
evaluate a given design and, if this is not satisfactory, to generate
a new design. Expert rules establish the relationship between a
design variable and the objective function. Several efficient strat-
egies can be developed for selecting the design variables to go
from one design to the next. The selection of design variables for
the new design are guided by expert rules as well as by the results
of the design process up to the given instant.

This approach may be applied to the casting of a material in an
enclosed region. The need for design and optimization of the sys-
tem arises because of the desire to reduce the solidification time
and improve the product quality. A large number of design param-
eters arise in this problem, such as materials, initial melt pour
temperature, cooling fluid and its flow rate, and dimensions. The
quality of the casting is determined by grain size, composition,
directional strength, concentration of defects, voids, thermal
stresses, etc. It is necessary to carry out a thermal analysis of the
solidification process, using modeling and simulation, to obtain
inputs for design and to evaluate the nature of the casting.

Viswanath@94# and Viswanath and Jaluria@95# considered this
problem, using knowledge-based methodolgy for design. Several
models are available for the study of solidification, such as

1. Steady conduction in solid model: Melt is taken at freezing
temperature, mold at fixed temperature and steady conduc-
tion in the solid is assumed.

2. Chvorinov model: Entire thermal resistance is assumed to be
due to the mold

3. Lumped mold model: Temperature in the mold is assumed to
be uniform and time-dependent, melt is taken at freezing
temperature and steady conduction in the solid is assumed.

4. One-dimensional conduction model: Transient 1D tempera-
ture distributions are assumed in the mold, solid and melt.

Fig. 19 Evaluation of optimal draw temperature at a draw
speed of 15 mÕs and the optimal draw speed at a draw tempera-
ture of 2489.78 K, obtained in the first part, by using the golden-
section search method
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5. Two and three-dimensional models: Natural convection flow
in the melt is included.

6. More sophisticated models: Needed for alloys, generation of
voids, complicated geometries, etc.

Three models among these are sketched in Fig. 20. Each model
has its own level of accuracy and validity. Different models may
be chosen, depending on the application and materials involved.
Expert knowledge plays a major role here. For instance, if an
insulating material such as ceramic or sand is used for the mold,

the Chvorinov model may yield good results since most of the
thermal resistance is in the mold. One-dimensional models are
adequate for solidification near the boundaries. Sophisticated
models are needed for alloy solidification and for considering the
microstructure in the casting.

The optimal design may be obtained with solidification time
being chosen as the objective function and employing constraints
from the expert knowledge to avoid unacceptable thermal stresses
and defects in the casting. We may start with the simplest model
and keep on moving to models with greater complexity till the
results remain essentially unchanged from one model to the next.
Thus, models may be automatically selected using decision-
making based on accuracy considerations. In a typical design ses-
sion, the cooling parameters are first varied to reduce the solidifi-
cation time. If the solidification time does not reach the desired
value, the pour temperature of the melt may be varied. If even this
does not satisfy the requirements, the thickness of the mold wall
may be changed. The material of the wall may also be varied, if
needed. Thus, by first varying the operating conditions and then
the dimensions and materials, the solidification time may be mini-
mized or brought below a desired value. Figure 21 show some a
typical run for the design of the given system, indicating model
change as the design proceeds. Each successful design may be
stored for help in future designs.

Conclusions and Future Research Needs
This paper presents a review of the current status of the impor-

tant field of thermal processing of materials. It focuses on the link
between basic research on the underlying transport mechanisms
and the engineering aspects associated with the process and the

Fig. 20 Different mathematical models for ingot casting: „a… Chvorinov model; „b… lumped
mold model; and „c… semi-infinite model

Fig. 21 Results for design of an ingot casting system, show-
ing solid-liquid interface movement with time and switching to
a more complex model after many design trials
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system. Several important processing techniques, such as optical
fiber drawing, polymer extrusion and chemical vapor deposition,
are discussed in particular detail to bring out the basic and applied
issues in materials processing. These include modeling, valida-
tion, system simulation, process feasibility, and the design and
optimization of the system. Important solution techniques, typical
results in thermal materials processing and the implications for
practical systems are discussed.

Our understanding of thermal processing of materials has
grown significantly over the last three decades. Many new and
improved techniques have been developed, along with new mate-
rials, new processing systems and better control on product qual-
ity and production costs. However, there are still many areas that
need detailed further work. Among the most important ones are
material properties and characteristics, experimental results, and
coupling of micro or nano-scales, where materials processing oc-
curs, and the macro-scale of interest in engineering. The measure-
ment and availability of accurate material properties are crucial to
a study in this area. Also, experimental results are strongly needed
for validation of models and for providing inputs and insight for
future model development.

In addition, work is needed on several other topics. Some of the
main ones are transport in complex materials such as powders,
particulates, and granules, characteristics of free surfaces and in-
terfaces, accurate numerical modeling of combined mechanisms,
multiple domains, and multiphase transport, and system instabil-
ity. Experimental techniques are needed for practical materials
which are often opaque and for measurements under high tem-
perature and pressure. Similarly, numerical techniques are needed
for large material property changes and for coupling the transport
equations with the chemical kinetics which may involve several
different reactions, with different reaction rates, activation energy,
and other constants. Further development of new products, pro-
cesses and systems on the basis of underlying thermal transport is
needed. The design, control and optimization of the systems, as
well as the selection of operating conditions, in order to achieve
the desired processing needs further work.
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Nomenclature

b 5 temperature coefficient of viscosity, Eq.~17!
Cp 5 specific heat at constant pressure

ē 5 unit vector in the direction of gravitational force
E 5 activation energy

Ec 5 Eckert number, Eq.~15!
f l 5 liquid mass fraction
F̄ 5 body force vector
g 5 magnitude of gravitational acceleration

Gr 5 Grashof number, Eq.~15!
h 5 convective heat transfer coefficient
H 5 enthalpy

Ho 5 enthalpy at 0 K
ī 5 unit vector in x-direction
k 5 thermal conductivity,
K 5 bulk viscosity, reaction rate

Kc 5 consistency index for non-Newtonian fluid, Eq.
~16!

L 5 characteristic length
Lh 5 latent heat of fusion

ṁ 5 mass flow rate
n 5 power-law fluid index
N 5 speed in revolutions/min~rpm!
p 5 local pressure

Pr 5 Prandtl number, Eq.~15!
q 5 heat flux

qv 5 dimensionless volume flow rate in a polymer
extruder

Q̇ 5 volumetric heat source
R 5 universal gas constant; radius

Re 5 Reynolds number, Eq.~15!
t 5 time

T 5 temperature
u, v, w 5 velocity components inx, y andz directions,

respectively
U, Us 5 speed of a moving solid or source

V̄ 5 velocity vector
x̄ 5 position vector

x, y, z 5 coordinate distances
X, Y, Z 5 dimensionless coordinate distances

Greek Symbols

a 5 thermal diffusivity
b 5 coefficient of thermal expansion
ġ 5 strain rate
d 5 location of interface between solid and liquid
« 5 surface emissivity
l 5 second viscosity coefficient
m 5 dynamic viscosity of fluid
n 5 kinematic viscosity
F 5 viscous dissipation function
r 5 density
u 5 dimensionless temperature
t 5 shear stress

References
@1# Jaluria, Y., 1998,Design and Optimization of Thermal Systems, McGraw-Hill,

New York.
@2# Kalpakjian, S., 1989,Manufacturing Engineering and Technology, Addison-

Wesley, Reading, MA.
@3# Szekely, J., 1979,Fluid Flow Phenomena in Metals Processing, Academic

Press, New York.
@4# Fenner, R. T., 1979,Principles of Polymer Processing, Chemical Publishing,

New York.
@5# Hughel, T. J., and Bolling, G. F., eds., 1971,Solidification, Amer. Soc. Metals,

Metals Park, OH.
@6# Li, T., Ed., 1985,Optical Fiber Communications, Vol. 1: Fiber Fabrication,

Academic Press, NY.
@7# Poulikakos, D., ed., 1996, ‘‘Transport Phenomena in Materials Processing,’’

Adv. Heat Transfer,18.
@8# Viskanta, R., 1988, ‘‘Heat Transfer During Melting and Solidification of Met-

als,’’ ASME J. Heat Transfer,110, pp. 1205–1219.
@9# Jaluria, Y., 1980,Natural Convection Heat and Mass Transfer, Pergamon

Press, Oxford, UK.
@10# Gebhart, B., Jaluria, Y., Mahajan, R. L., and Sammakia, B., 1988,Buoyancy-

Induced Flows and Transport, Taylor and Francis, Philadelphia, PA.
@11# Jaluria, Y., and Torrance, K. E., 2003,Computational Heat Transfer, 2nd ed.,

Taylor and Francis, New York, NY.
@12# Ramachandran, N., Gupta, J. P., and Jaluria, Y., 1982, ‘‘Thermal and Fluid

Flow Effects During Solidification in a Rectangular Enclosure,’’ Int. J. Heat
Mass Transfer,25, pp. 187–194.

@13# Bennon, W. D., and Incropera, F. P., 1988, ‘‘Developing Laminar Mixed Con-
vection With Solidification in a Vertical Channel,’’ ASME J. Heat Transfer,
110, pp. 410–415.

@14# Viswanath, R., and Jaluria, Y., 1993, ‘‘A Comparison of Different Solution
Methodologies for Melting and Solidification Problems in Enclosures,’’ Nu-
mer. Heat Transfer,24B, pp. 77–105.

@15# Prescott, P. J., and Incropera, F. P., 1996, ‘‘Convection Heat and Mass Transfer
in Alloy Solidification,’’ Adv. Heat Transfer,28, pp. 231–338.

@16# Harper, J. M., 1981,Extrusion of Foods: Volume I, CRD Press, Boca Raton,
FL.

@17# Kokini, J. L., Ho, C.-T., and Karwe, M. V., Eds., 1992,Food Extrusion Science
and Technology, Marcel Dekker, New York.

@18# Wang, S. S., Chiang, C. C., Yeh, A. I., Zhao, B., and Kim, I. H., 1989, ‘‘Ki-

Journal of Heat Transfer DECEMBER 2003, Vol. 125 Õ 977

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



netics of Phase Transition of Waxy Corn Starch at Extrusion Temperatures and
Moisture Contents,’’ J. Food. Sci.,54, pp. 1298–1301.

@19# Jensen, K. F., Einset, E. O., and Fotiadis, D. I., 1991, ‘‘Flow Phenomena in
Chemical Vapor Deposition of Thin Films,’’ Annu. Rev. Fluid Mech.,23, pp.
197–232.

@20# Mahajan, R. L., 1996, ‘‘Transport Phenomena in Chemical Vapor-Deposition
Systems,’’ Adv. Heat Transfer,28, pp. 339–425.

@21# Roy Choudhury, S., Jaluria, Y., and Lee, S. H.-K., 1999, ‘‘Generation of Neck-
Down Profile for Furnace Drawing of Optical Fiber,’’ Numer. Heat Transfer,
35, pp. 1–24.

@22# Jaluria, Y., 1992, ‘‘Transport From Continuously Moving Materials Undergo-
ing Thermal Processing,’’ Annu. Rev. Fluid Mech.,4, pp. 187–245.

@23# Siegel, R., 1984, ‘‘Two-Region Analysis of Interface Shape in Continuous
Casting With Superheated Liquid,’’ASME J. Heat Transfer,106, pp. 506–511.

@24# Roy Choudhury, S., and Jaluria, Y., 1994, ‘‘Analytical Solution for the Tran-
sient Temperature Distribution in a Moving Rod or Plate of Finite Length With
Surface Heat Transfer,’’ Int. J. Heat Mass Transfer,37, pp. 1193–1205.

@25# Chiu, W. K.-S., Jaluria, Y., and Glumac, N. C., 2000, ‘‘Numerical Simulation
of Chemical Vapor Deposition Processes Under Variable and Constant Prop-
erty Approximations,’’ Numer. Heat Transfer,37, pp. 113–132.

@26# Wang, Q., Yoo, H., and Jaluria, Y., 2003, ‘‘Convection in a Horizontal Duct
Under Constant and Variable Property Formulations,’’ Int. J. Heat Mass Trans-
fer, 46, pp. 297–310.

@27# Tadmor, Z., and Gogos, C., 1979,Principles of Polymer Processing, Wiley,
New York.

@28# Jaluria, Y., 1996, ‘‘Heat and Mass Transfer in the Extrusion of Non-Newtonian
Materials,’’ Adv. Heat Transfer,28, pp. 145–230.

@29# Karwe, M. V., and Jaluria, Y., 1990, ‘‘Numerical Simulation of Fluid Flow and
Heat Transfer in a Single-Screw Extruder for Non-Newtonian Fluids,’’ Numer.
Heat Transfer,17, pp. 167–190.

@30# Lee, S. H.-K., and Jaluria, Y., 1996, ‘‘Simulation of the Transport Processes in
the Neck-Down Region of a Furnace Drawn Optical Fiber,’’ Int. J. Heat Mass
Transfer,40, pp. 843–856.

@31# Sayles, R., and Caswell, B., 1984, ‘‘A Finite Element Analysis of the Upper Jet
Region of a Fiber Drawing Flow Field,’’ Int. J. Heat Mass Transfer,27, pp.
57–67.

@32# Myers, M. R., 1989, ‘‘A Model for Unsteady Analysis of Preform Drawing,’’
AIChE J.,35, pp. 592–602.

@33# Jaluria, Y., 1976, ‘‘Temperature Regulation of a Plastic-Insulated Wire in Ra-
diant Heating,’’ ASME J. Heat Transfer,98, pp. 678–680.

@34# Beckermann, C., and Wang, C. Y., 1995, ‘‘Multiphase Scale Modeling of Alloy
Solidification,’’ Annu. Rev. Fluid Mech.,6, pp. 115–198.

@35# Chiruvella, R. V., Jaluria, Y., and Karwe, M. V., 1996, ‘‘Numerical Simulation
of Extrusion Cooking of Starchy Materials,’’ J. Food. Eng.,30, pp. 449–467.

@36# Hanafusa, H., Hibino, Y., and Yamamoto, F., 1985, ‘‘Formation Mechanism of
Drawing-Induced E’ Centers in Silica Optical Fibers,’’ J. Appl. Phys.,58„3…,
pp. 1356–1361.

@37# Yin, Z., and Jaluria, Y., 2000, ‘‘Neck Down and Thermally Induced Defects in
High Speed Optical Fiber Drawing,’’ ASME J. Heat Transfer,122, pp. 351–
362.

@38# Jaluria, Y., 1984, ‘‘Numerical Study of the Thermal Processes in a Furnace,’’
Numer. Heat Transfer,7, pp. 211–224.

@39# Issa, J., Yin, Z., Polymeropoulos, C. E., and Jaluria, Y., 1996, ‘‘Temperature
Distribution in an Optical Fiber Draw Tower Furnace,’’ J. Mater. Process.
Manuf. Sci.,4, pp. 221–232.

@40# Kwon, T. H., Shen, S. F., and Wang, K. K., 1986, ‘‘Pressure Drop of Polymeric
Melts in Conical Converging Flow: Experiments and Predictions,’’ Polym.
Eng. Sci.,28, pp. 214–224.

@41# Lin, P., and Jaluria, Y., 1997, ‘‘Conjugate Transport in Polymer Melt Flow
Through Extrusion Dies,’’ Polym. Eng. Sci.,37, pp. 1582–1596.

@42# Minkowycz, W. J., and Sparrow, E. M., eds., 1997,Advances in Numerical
Heat Transfer,1, Taylor & Francis, Philadelphia, PA.

@43# Patankar, S. V., 1980,Numerical Heat Transfer and Fluid Flow, Taylor &
Francis, Philadelphia, PA.

@44# Leonard, B. P., 1997, ‘‘Bounded Higher-Order Upwind Multidimensional
Finite-Volume Convection-Diffusion Algorithms,’’ inAdvances in Numerical
Heat Transfer, W. J. Minkowycz and E. M. Sparrow, eds.,1, Taylor & Francis,
Philadelphia, PA, pp. 1–57.

@45# Zhu, W., and Jaluria, Y., 2001, ‘‘Residence Time and Conversion in the Extru-
sion of Chemically Reactive Materials,’’ Polym. Eng. Sci.,41, pp. 1280–1291.

@46# Wang, Y., and White, J. L., 1989, ‘‘Non-Newtonian Flow Modeling in the
Screw Region of an Intermeshing Co-Rotating Twin Screw Extruder,’’ J. Non-
Newtonian Fluid Mech.,32, pp. 19–38.

@47# Sastrohartono, T., Jaluria, Y., and Karwe, M. V., 1994, ‘‘Numerical Coupling
of Multiple Region Simulations to Study Transport in a Twin Screw Extruder,’’
Numer. Heat Transfer,25, pp. 541–557.

@48# Chiruvella, R. V., Jaluria, Y., Karwe, M. V., and Sernas, V., 1996, ‘‘Transport in
a Twin-Screw Extruder for the Processing of Polymers,’’ Polym. Eng. Sci.,36,
pp. 1531–1540.

@49# Yin, Z., and Jaluria, Y., 1997, ‘‘Zonal Method to Model Radiative Transport in
an Optical Fiber Drawing Furnace,’’ ASME J. Heat Transfer,119, pp. 597–
603.

@50# Paek, U. C., 1999, ‘‘Free Drawing and Polymer Coating of Silica Glass Opti-
cal Fibers,’’ ASME J. Heat Transfer,121, pp. 775–788.

@51# Cheng, X., and Jaluria, Y., 2002, ‘‘Effect of Draw Furnace Geometry on High-
Speed Optical Fiber Manufacturing,’’ Numer. Heat Transfer,41, pp. 757–781.

@52# Blyler, L. L., and DiMarcello, F. V., 1980, ‘‘Fiber Drawing, Coating and Jack-
eting,’’ Proc. IEEE,68, pp. 1194–1198.

@53# Paek, U. C., 1986, ‘‘High Speed High Strength Fiber Coating,’’ J. Lightwave
Technol.,LT-4 , pp. 1048–1059.

@54# Ravinutala, S., Rattan, K., Polymeropoulos, C., and Jaluria, Y., 2000, ‘‘Dy-
namic Menisci in a Pressurized Fiber Applicator,’’Proc. 49th Int. Wire Cable
Symp., Atlantic City, NJ, INCS, Inc., Eatontown, NJ.

@55# Vaskopulos, T., Polymeropoulos, C. E., and Zebib, A., 1995, ‘‘Cooling of
Optical Fibers in Aiding and Opposing Forced Gas Flow,’’ Int. J. Heat Mass
Transfer,18, pp. 1933–1944.

@56# Voller, V. R., 1997, ‘‘An Overview of Numerical Methods for Solving Phase
Change Problems,’’ inAdvances in Numerical Heat Transfer, W. J.
Minkowycz and E. M. Sparrow, eds.,1, Taylor & Francis, Philadelphia, PA,
pp. 341–380.

@57# Banaszek, J., Jaluria, Y., Kowalewski, T. A., and Rebow, M., 1999, ‘‘Semi-
Implicit FEM Analysis of Natural Convection in Freezing Water,’’ Numer.
Heat Transfer,36, pp. 449–472.

@58# Lin, P., and Jaluria, Y., 1997, ‘‘Heat Transfer and Solidification of Polymer
Melt Flow in a Channel,’’ Polym. Eng. Sci.,37, pp. 1247–1258.

@59# Fotiadis, D. I., Boekholt, M., Jensen, K. F., and Richter, W., 1990, ‘‘Flow and
Heat Transfer in CVD Reactors: Comparison of Raman Temperature Measure-
ments and Finite Element Model Predictions,’’ J. Cryst. Growth,100, pp.
577–599.

@60# Yoo, H., and Jaluria, Y., 2002, ‘‘Thermal Aspects in The Continuous Chemical
Vapor Deposition of Silicon,’’ ASME J. Heat Transfer,124, pp. 938–946.

@61# Eversteyn, F. C., Severin, P. J. W., Brekel, C. H. J., and Peek, H. L., 1970, ‘‘A
Stagnant Layer Model for the Epitaxial Growth of Silicon From Silane in a
Horizontal Reactor,’’ J. Electrochem. Soc.,117, pp. 925–931.

@62# Mahajan, R. L., and Wei, C., 1991, ‘‘Buoyancy, Soret, Dufour and Variable
Property Effects in Silicon Epitaxy,’’ ASME J. Heat Transfer,113, pp. 688–
695.

@63# Chiu, W. K. S., Richards, C. J., and Jaluria, Y., 2001, ‘‘Experimental and
Numerical Study of Conjugate Heat Transfer in a Horizontal Channel Heated
From Below,’’ ASME J. Heat Transfer,123, pp. 688–697.

@64# Ostrach, S., 1983, ‘‘Fluid Mechanics in Crystal Growth—The 1982 Freeman
Scholar Lecture,’’ J. Fluids Eng.,105, pp. 5–20.

@65# Prasad, V., Zhang, H., and Anselmo, A. P., 1997, ‘‘Transport Phenomena in
Czochralski Crystal Growth Processes,’’ Adv. Heat Transfer,30, pp. 313–435.

@66# Ostrach, S., 1982, ‘‘Low-Gravity Fluid Flows,’’ Annu. Rev. Fluid Mech.,14,
pp. 313–345.

@67# Wang, G. X., and Prasad, V., 2000, ‘‘Rapid Solidification: Fundamentals and
Modeling,’’ Annu. Rev. Heat Transfer,11, pp. 207–297.

@68# Delplanque, J. P., and Rangel, R. H., 1998, ‘‘A Comparison of Models, Nu-
merical Simulation, and Experimental Results in Droplet Deposition Pro-
cesses,’’ Acta Mater.,46, pp. 4925–4933.

@69# Pasandideh-Fard, M., Bhola, R., Chandra, S., and Mostaghimi, J., 1998,
‘‘Deposition of Tin Droplets on a Steel Plate: Simulations and Experiments,’’
Int. J. Heat Mass Transfer,41, pp. 2929–2945.

@70# Roache, P. J., 1998,Verification and Validation in Computational Science and
Engineering, Hermosa Publishers, Albuquerque, New Mexico.

@71# De Vahl Davis, G., and Leonardi, E., eds., 2001,Advances in Computational
Heat Transfer II, Begell House Pub., New York, NY.

@72# Esseghir, M., and Sernas, V., 1992, ‘‘Experiments on a Single Screw Extruder
With a Deep and Highly Curved Screw Channel,’’ inFood Extrusion Science
and Technology, J. L. Kokini, C. T. Ho, and M. V. Karwe, eds., Marcel Dekker,
New York, pp. 21–40.

@73# Sastrohartono, T., Jaluria, Y., Esseghir, M., and Sernas, V., 1995, ‘‘A Numeri-
cal and Experimental Study of Three-Dimensional Transport in the Channel of
an Extruder for Polymeric Materials,’’ Int. J. Heat Mass Transfer,38, pp.
1957–1973.

@74# Sastrohartono, T., Esseghir, M., Kwon, T. H., and Sernas, V., 1990, ‘‘Numeri-
cal and Experimental Studies of the Flow in the Nip Region of a Partially
Intermeshing Co-Rotating Twin Screw Extruder,’’ Polym. Eng. Sci.,30, pp.
1382–1398.

@75# Bakalis, S., and Karwe, M. V., 1997, ‘‘Velocity Field in a Twin Screw Ex-
truder,’’ Int. J. Food Sci. Technol.,32, pp. 241–253.

@76# Paek, U. C., and Runk, R. B., 1978, ‘‘Physical Behavior of the Neck-Down
Region During Furnace Drawing of Silica Fibers,’’ J. Appl. Phys.,49, pp.
4417–4422.

@77# Paek, U. C., Schroeder, C. M., and Kurkjian, C. R., 1988, ‘‘Determination of
the Viscosity of High Silica Glasses During Fibre Drawing,’’ Glass Technol.,
29~4!, pp. 263–266.

@78# Wolff, F., and Viskanta, R., 1987, ‘‘Melting of a Pure Metal From a Vertical
Wall,’’ Exp. Heat Transfer,1, pp. 17–30.

@79# Wolff, F., and Viskanta, R., 1988, ‘‘Solidification of a Pure Metal at a Vertical
Wall in the Presence of Liquid Superheat,’’ Int. J. Heat Mass Transfer,31, pp.
1735–1744.

@80# Zhu, W., and Jaluria, Y., 2001, ‘‘Transport Processes and Feasible Operating
Domain in a Twin-Screw Polymer Extruder,’’ Polym. Eng. Sci.,41, pp. 107–
117.

@81# Jongbloed, H. A., Kiewiet, J. A., Van Dijk, J. H., and Janssen, L. P. B. M.,
1995, ‘‘The Self-Wiping Co-Rotating Twin-Screw Extruder as a Polymeriza-
tion Reactor for Methacrylates,’’ Polym. Eng. Sci.,35, pp. 1569–1579.

@82# Roy Choudhury, S., and Jaluria, Y., 1998, ‘‘Practical Aspects in the Thermal
Transport During Optical Fiber Drawing,’’ J. Mater. Res.,13, pp. 483–493.

@83# Cheng, X., and Jaluria, Y., 2003, ‘‘Feasible Domain of High Speed Optical

978 Õ Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fiber Drawing,’’Proc. ASME-JSME Thermal Engg. Jt. Conf., Hawaii, JSME,
Tokyo, Japan.

@84# Dianov, E. M., Kashin, V. V., Perminov, S. M., Perminova, V. N., Rusanov, S.
Y., and Sysoev, V. K., 1988, ‘‘The Effect of Different Conditions on the Draw-
ing of Fibers From Preforms,’’ Glass Technol.,29~6!, pp. 258–262.

@85# Ottino, J. M., 1997,The Kinematics of Mixing: Stretching, Chaos, and Trans-
port, Cambridge University Press, Cambridge, England.

@86# Bejan, A., 1995,Entropy Generation Minimization, CRC Press, Boca Raton,
FL.

@87# Arora, J. S., 1989,Introduction to Optimum Design, McGraw-Hill, New York.
@88# Stoecker, W. F., 1989,Design of Thermal Systems, 3rd ed., McGraw-Hill, New

York.
@89# Chiu, W. K. S., Jaluria, Y., and Glumac, N. G., 2002, ‘‘Control of Thin Film

Growth in Chemical Vapor Deposition Manufacturing Systems,’’ ASME J.
Manuf. Sci. Eng.,124, pp. 715–724.

@90# Cheng, X., 2002, ‘‘Design and Optimization of the Draw Furnace for High
Speed Optical Fiber Drawing,’’ Ph.D. Thesis, Rutgers Univ., New Brunswick,
NJ.

@91# Suh, N. P., 1990,The Principles of Design, Oxford Univ. Press, New York.
@92# Jaluria, Y., and Lombardi, D., 1991, ‘‘Use of Expert Systems in the Design of

Thermal Equipment and Processes,’’ Res. Eng. Des.,2, pp. 239–253.
@93# Jamalabad, V. R., Langrana, N. A., and Jaluria, Y., 1994, ‘‘Rule-Based Design

of a Materials Processing Component,’’ Eng. Comput.,10, pp. 81–94.
@94# Viswanath, R., 1993, ‘‘Modeling, Simulation and Design of Solidification Sys-

tems,’’ Ph.D. Thesis, Rutgers Univ., New Brunswick, NJ.
@95# Viswanath, R., and Jaluria, Y., 1991, ‘‘Knowledge-Based System for the Com-

puter Aided Design of Ingot Casting Processes,’’ Eng. Comput.,7, pp.
109–120.

Journal of Heat Transfer DECEMBER 2003, Vol. 125 Õ 979

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Mingqing Zou

Boming Yu
e-mail: yu3838@public.wh.hb.cn

Duanming Zhang

Yongting Ma

Department of Physics and State Key Laboratory
of Plastic Forming and Die & Mold Tech.,

Huazhong University of Science and Technology,
Wuhan, 430074, P. R. China

Study on Optimization
of Transverse Thermal
Conductivities of Unidirectional
Composites
Two models, E-S and R-S unit cell models, are presented based on the thermal-electrical
analogy technique. The analytical expressions for transverse thermal conductivities of
unidirectional composites are derived. The dimensionless effective transverse thermal
conductivities ke

1 are expressed as a function of the ratio (b) of thermal conductivities of
filler to matrix, filler volume fraction~v f! and the geometry ratio~r5a/b! of the filler.
The optimization of transverse thermal conductivities of unidirectional composites is then
analyzed under different filler volume fractionsv f , thermal conductivity ratiosb and
different geometric architectures. The present analysis allows for a fairly precise evalua-
tion of configuration performance and comparisons of different arrangements. The results
show that if a composite is designed for insulation material, we should chooser,1, and
if a composite is designed for heat dissipating purpose, we should chooser.1.
@DOI: 10.1115/1.1621892#

Keywords: Composites, Conduction, Heat Transfer, Optimization, Thermophysical

1 Introduction
In the past decades, considerable attention has been given to

optimization of geometries such as dimensions, spacings, shapes
as well as distributions~allocations!of heat transfer in thermal
engineering due to its application in electronic cooling, design of
heat exchangers, reliability and economy. Some efforts were made
to optimize the plate spacing@1–3# at different geometric configu-
rations for maximizing the heat dissipation. Some investigations
were focused on optimum design of finned surfaces such as finned
tube @4–6#, annular fin@7–9#, and rectangular and triangular fins
@10–12#. The objective of these researches was to optimize the fin
dimension, thickness and height for maximizing the heat dissipa-
tion at the fin base. Ogiso@13# presented a method of assessing
the overall cooling performance in the thermal design of electron-
ics. This method is based on the entropy generation method@14#.
In electronic equipment, the temperature of each component must
be kept within an allowable upper limit for reliable operation
performance.

Recently, Mawardi and Pitchumani@15# addressed the problem
of determining the temperature and electrical current cycle, as
well as the placement configuration of the conductive mats, for
time-optimal curing of composites using embedded resistance
heating elements. Vynnycky et al.@16# studied a transient inverse
heat conduction problem on gas quenching of steel plates and
ring. The objective was to calculate the transient convective heat
transfer coefficient which would produce an optimized phase
transformation cooling curve. Aung@17# and Bejan@18# devel-
oped the constructal-theory to design a network for conducting
paths for cooling a heat generating volume. This theory provides a
solution to the fundamental problem of how to correct and ‘‘chan-
nel’’ to one point the heat generated volumetrically in a low con-
ductivity volume of given size. The solution is obtained as a se-
quence of optimization and organization steps. Optimized in each
assembly are the shape of the assembly and the width of the
newest high conductivity path. The results show that in the opti-

mal design, the high-conductivity material form a tree-like net-
work. Neagu and Bejan@19# applied this theory to study the con-
structal placement of high-conductivity inserts in a slab. Their
results were presented for the optimized architectures: spacings
between inserts, penetration distances, taped inserts and constant-
thickness inserts.

The results by Xia and Guo@20# indicated that for a given
fraction of high-conductivity material in a composite, the longitu-
dinal conductivity is higher than the transverse conductivity, in
other words, the heat transfer~or heat dissipation! along the lon-
gitudinal direction is easier than the transverse direction. How-
ever, the direction of heat flow may often have to be designed to
be perpendicular to the axis of filler in a composite. Therefore, the
transverse thermal conductivity of unidirectional composites has
been one of focuses of many investigators, including numerical
solutions@21–23# and theoretical approaches@24–26#as well as
experiments@27#. However, no general expression and optimiza-
tion of the effective transverse thermal conductivity for unidirec-
tional composites have been reported in the literature to the best
of our knowledge.

The objectives of this work are to derive the general expres-
sions for the effective transverse thermal conductivities of unidi-
rectional composites and then to optimize the geometric shapes,
sizes under the different volume fractions of filler materials and
different ratios of component conductivities of the composites,
based on maximizing thermal conductivities for heat dissipation
and minimizing the thermal conductivities for heat insulation pur-
poses. For convenience of analysis of optimization of transverse
thermal conductivities of unidirectional composites, in this paper,
the contact resistance between filler and matrix is not taken into
account~i.e., assume the perfect contact!. It is expected that this
simplification does not affect the present analysis of optimization
on thermal conductivities of composites. The analytically trans-
verse thermal conductivities of unidirectional fiber composites
with thermal barrier are given elsewhere@26#. In this paper, two
geometry models, elliptical filament and square packing array unit
cell model~E-S model!and rectangular filament and square pack-
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ing array unit cell model~R-S models!, are presented and the
optimization of thermal conductivities in unidirectional compos-
ites are systematically analyzed.

2 The Analysis of Transverse Thermal Conductivity
Figure 1~a!displays a cross sectional view of a fiber reinforced

composite with unidirectional fibers~or aluminum wires, or brass
wires as filler!, and Fig. 1~b!is a generalized unit cell~or repre-
sentative cell!, the elliptical filament and square packing array unit
cell model~E-S model!. For simplicity, Fig. 1~b! is reduced to Fig.
2~a!. The one-dimensional heat flow is assumed to be from the left
to the right. Faces AB and DC in Fig. 2~a! are approximated to be
adiabatic due to statistically symmetry, see Fig. 1~a!. The bound-
aries AD and BC in Fig. 2~a!are held at constant temperaturesT1
and T2 , respectively. Zou et al.@26# used the cylinder filament
and square packing array unit cell model~C-S model!to calculate
the effective thermal conductivity with thermal barrier for unidi-
rectional composites as shown in Fig. 1~a!. In their model, they
assumed that the one-dimensional heat flow is imposed on the C-S
unit cell model with the same boundary conditions as those shown
in Fig. 2~a!. The only difference between the present E-S model
and the C-S model is that in the E-S model the cross section of
filler is elliptical, while in the C-S model the cross section of filler
is circular. Their analytical results for the effective transverse ther-
mal conductivities, based on the electric analogy technique and on
the C-S model, have shown a better agreement with the existing
experimental data@27#, compared to those from the finite differ-
ence method@21# and the finite element method@23# for solution
of a two-dimensional C-S model~with the same boundary condi-
tions as our present E-S model! for the effective transverse ther-
mal conductivities. This means that the one-dimensional heat flow
assumption and the electrical analogy technique are valid for the

effective transverse thermal conductivities of unidirectional com-
posites. For detailed comparison, readers may consult the paper
by Zou et al. @26#. In the past, many models for the effective
thermal conductivity were proposed based on the one-dimensional
heat flow assumption. Zehnder and Schlunder@28# presented their
correlation for the effective thermal conductivity based on the
one-dimensional heat flow assumption for conduction through a
packed bed of spherical particles. Hsu et al.@29# developed a
lumped-parameter model, also based on the one-dimensional heat
flow assumption, to determine the effective stagnant thermal con-
ductivity of three-dimensional spatially periodic porous media
with thermal resistance. Recently, Yu and Cheng@30# used the
thermal-electrical analogy technique and also assumed one-
dimensional heat flow model in a unit cell containing many ran-
dom particles and pores for effective thermal conductivity of bi-
dispersed porous media. One of their two models considered the
effect of heat flow in they-direction. However, their theoretical
results show that the heat conduction in they-direction has the
negligible effect on effective thermal conductivity, and their the-
oretical results based on the assumption of one-dimensional heat
flow are in good agreement with the experimental data.

Therefore, in this work we also assume the one-dimensional
heat flow with the boundary conditions as shown in Fig. 2~a!.
Because of the symmetry of the problem, we further choose one
quadrant of the unit cell as shown in Fig. 2~b! for the thermal-
electric analogy analysis of the effective transverse thermal con-
ductivity based on the present E-S model.

For determining the effective thermal conductivity, the quadrant
in Fig. 2~b! is divided into two major parts, Parts 1 and 2, which
are in parallel. The conductivities of Part 2~matrix and filler! are
considered as in series. The governing equations for thermal con-
ductivities for each part are derived as follows.

AssumeL, a, andb to be the side length of the square unit cell,

Fig. 1 „a… A cross-sectional view of a fiber reinforced unidirec-
tional composite; and „b… a unit cell for the ellipsoidal filament
and square array model for transverse heat conduction.

Fig. 2 „a… A simplified unit cell for the ellipsoidal filament-
square packing array model; and „b… Schematic for calculation
of the thermal resistances.
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the axial lengths of the ellipse along thex-axis andy-axis respec-
tively, and let the longitudinal length of the composite be unity.

Then, the thermal resistance of Part 1 in Fig. 2~b! is

Rm5
L/2

km~L/22b!
(1)

The lower part of the quadrant of the unit cell~Part 2!can be
considered as series ofRf ~thermal resistance of fiber! and Rm f
~thermal resistance of matrix parallel to the fiber!, and the perfect
contact between fiber and matrix is assumed. The lower part is
divided into many infinitesimal layers with each layer thickness of
dy. Thus, in Part 2 the thermal resistances of each layer are

dRf5
x

kfdy
(2)

and

dRm f5
L/22x

kmdy
(3)

SincedRf anddRm f are in series, the total thermal resistance of
each layer,dRs , is

dRs5dRf1dRm f (4)
However, since all infinitesimal layers with the thermal resis-

tancedRs are in parallel, the total thermal resistance of the lower
part of the quadrant unit cell can be obtained by

1

Rs
5E 1

dRs
(5)

The total thermal resistance of the quadrant of the unit cell is
considered to be the parallel of two parts (Rm andRs), and it is

1

Rt
5

1

Rs
1

1

Rm
(6)

where Rt is the total thermal resistance. The total thermal flow
through the quadrant unit cell is

Q5ke

DT

L/2
L/25

DT

Rt
(7)

Thus, the effective transverse thermal conductivity can be ob-
tained by

ke5
1

Rt
5E

0

b kfkmdy

kmx1kf~L/22x!
1

km~L/22b!

L/2
(8)

Equation~8! is usually written as the dimensionless effective
transverse thermal conductivity

ke
15

ke

km
512

b

L/2
1E

0

b dy

~1/b21!x1L/2
(9)

The ellipse equation is

~x/a!21~y/b!251 (10)

Combining Eqs.~9! and ~10! and integrating overy yield the
dimensionless effective transverse thermal conductivity as

ke
1512

1

c
1

p

2d
2

c

dAc22d2
cos21

d

c
for ucu.udu (11-1)

and

ke
1512

1

c
1

p

2d
2

c

dAd22c2
lnUd1Ad22c2

c
U for ucu,udu

(11-2)

wherev f is the fiber volume fraction (v f5pab/L2, to be valid,
the constraint ofv f<p/4 must be satisfied for the E-S model!,
andb is the ratio of fiber conductivity to matrix conductivity (b
5kf /km), r5a/b, c5Apr/v f /2, d5r(1/b21). Equation~11!
is the general expression for dimensionless effective thermal con-
ductivity of unidirectional composites. Whenr51 ~i.e., a5b),

the present model can be simplified as the cylindrical filament in
square packing array unit cell model~C-S model!, so the widely
applied C-S model@21–26# is only the special case ofa5b.

We here also derive the analytical solution for the rectangular
filament and square packing array unit cell model~R-S model!as
shown in Fig. 3. Applying the electrical analogue technique to
Fig. 3~a!, we have the thermal resistance networks as shown in
Figs. 3~b!and similarly yield

Rm5
L

km~L2b!/2
(12)

Rf5
a

kfb
(13)

Rm f5
~L2a!/2

kmb
(14)

The total thermal resistance of the unit cell can be obtained by

1

Rt
5

1

Rm
1

1

Rm f1Rf1Rm f
1

1

Rm
5

kmS kf2
a

L
~kf2km!S 12

b

L D D
kf2

a

L
~kf2km!

(15)
So, the effective transverse thermal conductivity is

ke5
1

Rt
5

kmS kf2
a

L
~kf2km!S 12

b

L D D
kf2

a

L
~kf2km!

(16)

The dimensionless effective transverse thermal conductivity can
be written as

ke
15

ke

km
511

v f

11
1

b21
2Arv f

(17)

wherev f5ab/L2, and to be valid, the constraint ofa<L andb
<L must be satisfied for the R-S model.

When the ratior5a/b51, Eq. ~17! can be simplified as the
square filament and square packing array model~S-S model!:

Fig. 3 „a… A simplified unit cell for the rectangular filament and
square packing array for transverse heat conduction; and „b…
the thermal resistance network of „a….
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ke
15

ke

km
511

v f

11
1

b21
2Av f

(18)

Equation~18! reveals thatke
151 (ke5km) as b51 or v f50,

and ke
15b as v f51, and these are expected and are consistent

with the physical situations. It is seen that Eq.~17! is the general
expression for transverse thermal conductivity of unidirectional
composites, and Eq.~18! is only the special case ofa5b. Equa-
tion ~18! was obtained by Lu@31#, who applied a boundary col-
location scheme for calculation of the effective thermal conduc-
tivity of two-dimensional periodic arrays. The relevant boundary
value problem for determination of the effective thermal conduc-
tivity is the steady-state heat conduction problem imposed with a
linear ambient temperature field. This indirectly verifies the valid-
ity of the present R-S model.

Optimization of the Transverse Thermal Conductivities
In this section we put our emphases on the optimization of the

transverse thermal conductivities. That is we want to get the maxi-
mum and minimum possible transverse thermal conductivities of
the composites by choosing the different geometric shapes, sizes
~variousr! under the different volume fractions of filler materials
and different ratiosb of component conductivities.

To check the validity of the present model, we first assumer
5a/b51 in the E-S model, i.e., Eq.~11! is thus simplified to the
C-S mode. We then compare the present theoretical predictions
from Eq. ~11! at r51 with Pitchumani and Yao’s fractal model
@25#

ke
15F12S 11

p

2cD v f G1
2v f

cA12c2
tan21A11c

12c
,

21,c,1&cÞ0 (19a)

5F12S 11
p

2cD v f G1
v f

cAc221
ln~2c1Ac221!, c,21

(19b)

where c5S b21

b D S 4v f

p D ~12d!/2

,v̄ f5S 4v f

p D ~12d!/2

,

d5
dP2dT

dP22dPdT1dT
(19c)

In Eq. ~19c!, dP and dT are the local fractal dimensions of a
composite cross section in the direction of heat flow and in the
direction normal to heat flow, respectively. IfdP5dT , Eq. ~19!
can be simplified as the C-S model with perfect contact between
filament and matrix. The comparison is given in Fig. 4. Figure 4
indicates that the present analytical predictions from Eq.~11! (r
51) present an excellent agreement with Pitchumani and Yao’s
fractal model Eq.~19! asdP5dT . This verifies the validity of the
present analytical E-S model Eq.~11!.

Figure 5 presents the dimensionless effective thermal conduc-
tivity ke

1 versusr ~asr,1) at different volume fractionsv f up to
the maximum volume fractionv f5p/4 for a circular filler in a
square. It can be seen that the dimensionless thermal conductivi-
ties (ke

1) decrease with the decrease ofr. The lower the values of
r, the larger the thermal resistances and the lower the thermal
conductivity. The lower the values ofr, the father the deviations
from the thermal conductivity values atr51. This is consistent
with physical situation. It is also seen from Fig. 5 that all the
thermal conductivity values are lower than both the upper limit
values given by@21,32#

ke
15bv f1~12v f ! (20)

Fig. 4 A comparison on the thermal conductivities between the present Eq. „11… „as rÄ1… and existing
analytical solution Eq. „19… at d pÄd T , here PIÄ p
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Fig. 5 Thermal conductivities when rÏ1 for the E-S model, here PI Äp

Fig. 6 Thermal conductivities when rÐ1 for the E-S model, here PI Äp
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Fig. 7 Thermal conductivities when rÏ1 for the R-S model

Fig. 8 Thermal conductivities when rÐ1 for the R-S model

Journal of Heat Transfer DECEMBER 2003, Vol. 125 Õ 985

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and the values given by the present C-S model. In addition, an
unusual phenomenon is observed that the values from Eq.~11!
may be smaller than the lower bound given by@32#

1

ke
1 5

v f

b
1~12v f ! (21)

whenr is smaller than some certain value~such asr<0.1 in Figs.
5~a!;~d!andr<0.5 in Figs. 5~c!;~d!!. We believe that this phe-
nomenon is simply caused by the ratios ofr,1. However, this
unusual thermal behavior of composite is impossible to appear in
the C-S model, in whichr[1.

From the above discussions, we can draw a conclusion that it is
not an appropriate choice if a composite is designed for heat dis-
sipating purpose asr,1. In other words, if a composite is de-
signed for insulation material, we should chooser,1.

Figure 6 presents the dimensionless effective thermal conduc-
tivity ke

1 versusr ~asr.1) at different volume fractionsv f up to
the maximum volume fractionp/4 for a circular filler in a square.
The figure shows that for a givenv f(,p/4), the dimensionless
thermal conductivities increase withr. The higher the values ofr,
the greater the deviations from the thermal conductivity values by
the C-S model~i.e., a/b51). In all situations, the curves are
higher than that of the present C-S model~Eq. ~11! asr51). It
was found in this work that whenv f50.1 andr.8, the fluctua-
tions were observed, i.e. some thermal conductivities may higher
than the upper bond given by Eq.~20!, this is unreasonable.
Therefore,r58 may be the maximum possible value forv f
50.1. However, an interesting phenomenon is also found that
when the filler volumev f increases, the maximum possible value
of r decreases. This is expected because the filler volume fraction
is constrained by the maximum volume fractionp/4 and the
length a is also constrained by the side length of square. In the
limit situation of v f5p/4, r51, i.e.,a/b51 is the only feasible
choice and anyr.1 is inconsistent with the physical situation.
See Fig. 6~d!. Therefore, this analysis provides a new insight
about the transverse thermal conductivity and probably enables
engineers to motivate a new idea/design for cooling the electronic

component. Accordingly, the value ofr should be chosen to be
larger than 1 if a composite with a filler volume fractionv f

,p/4 is designed to be a heat dissipating material.
Figures 7 and 8 present the results by the present R-S model,

and the similar results to those from E-S model are reported as
follows:

1! Whenr,1 ~see Fig. 7!, the values ofke
1 decrease with the

decrease ofr. The lower the values ofr, the larger the thermal
resistance; the lower the values ofr, the farther the deviations
from the thermal conductivity values atr51 ~S-S model!. When
v f is lower enough~such as 0.1!andb.1, ke

1→1. Obviously, as
r,1, these configurations are suitable for composites used for
insulation purpose.

2! When r.1 ~see Fig. 8!, the values ofke
1 drastically in-

crease withr. The higher the values ofr, the larger the thermal
conductivity; the greater the values ofr, the farther the deviations
from the thermal conductivity values by the S-S model. Fig. 8 also
indicates that all the curves give the higher values than those by
the present S-S model. These configurations may give the out-
standing performance of heat dissipation in composites. Since in
any situation the effective thermal conductivity should be con-
strained by the maximum possible value ofke

15b (5kf /km) ~i.e.
in general,ke

1 should be larger thanb whenb,1, and less thanb
when b.1). The maximum possible value ofr is also con-
strained by the filler volume fractionv f . In the limit situation of
v f51, there is only one possible choice ofr5a/b51. This ex-
plains that the possible values ofr decreases with the increase of
v f , see Fig. 8 again.

Further comparisons between the C-S model and the S-S model
are given in Fig. 9. It can be seen from Fig. 9 that the S-S model
and the C-S model give almost the same thermal conductivity
when v f<0.3 ~see Figs. 9~a!and ~b!!. However, the C-S model
presents much higher conductivity than the S-S model whenv f

.0.5 ~see Figs. 9~c!and ~d!!. This suggests that if desired, the

Fig. 9 A comparison on the results between the C-S model and the S-S model „i.e., at rÄ1…
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effect ofv f and a judicious choice of models should be considered
when we choose the optimum model and optimum configuration
as explained above.

4 Conclusions
The two models, the ellipsoidal filament and square packing

array unit cell model and the rectangular filament and square array
unit cell model, have been derived for the thermal conductivities
of unidirectional composites in this paper. The dimensionless ef-
fective transverse thermal conductivitieske

1 are expressed as a
function of b, v f , and the geometry ratior (5a/b) of the filler.
The present analysis allows for a fairly precise evaluation of con-
figuration performance and comparisons of different arrange-
ments. The results show that if a composite is designed for insu-
lation material, we should chooser,1, and if a composite is
designed for heat dissipating purpose, we should chooser.1.

The composite science is a multi-discipline, concerning with
fatigue, failure, thermal and other subjects. This paper only pre-
sents an analysis of thermal conductivity and its optimization for
unidirectional composites. The scheme may be easily extended to
tackle other two-dimensional arrays, such as the rectangular array
of infinitely long elliptic cylinders, the rectangular array of rect-
angular cylinders etc., which will be investigated in our next
work.
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Nomenclatures

a 5 the axis length alongX axis of the ellipse, m
b 5 the axis length alongY axis of the ellipse, m
k 5 thermal conductivity, W/m.K
L 5 length, m
l 5 length, m

Q 5 heat flow, W
R 5 resistance,V
T 5 temperature, K
v 5 volume fraction
x 5 coordinate
y 5 coordinate

Subscripts

e 5 effective
f 5 fiber

m 5 matrix
p 5 parallel
s 5 series
t 5 total

Superscript

1 5 dimensionless

Greeks

b 5 ratio of thermal conductivities of filler to matrix of
composites,5kf /km

r 5 ratio of axis lengths alongx-axis to alongy-axis,
5a/b
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Turbulent Plane Couette Flow
and Scalar Transport at Low
Reynolds Number
The turbulence structure and passive scalar (heat) transport in plane Couette flow at
Reynolds number equal to 3000 (based on the relative speed and distance between the
walls) are studied using direct numerical simulation (DNS). The numerical model is a
three-dimensional trilinear Galerkin finite element code. It is found that the structures of
the mean velocity and temperature in plane Couette flow are similar to those in forced
channel flow, but the empirical coefficients are different. The total (turbulent and viscous)
shear stress and total (turbulent and conductive) heat flux are constant throughout the
channel. The locations of maximum root-mean-square streamwise velocity and tempera-
ture fluctuations are close to the walls, while the location of maximum root-mean-square
spanwise and vertical velocity fluctuations are at the channel center. The correlation
coefficients between velocities and temperature are fairly constant in the center core of
the channel. In particular, the streamwise velocity is highly correlated with temperature
(correlation coefficient'20.9). At the channel center, the turbulence production is un-
able to counterbalance the dissipation, in which the diffusion terms (both turbulent and
viscous) bring turbulent kinetic energy from the near-wall regions toward the channel
center. The snapshots of the DNS database help explain the nature of the correlation
coefficients. The elongated wall streaks for both streamwise velocity and temperature in
the viscous sublayer are well simulated. Moreover, the current DNS shows organized
large-scale eddies (secondary rotations) perpendicular to the direction of mean flow at the
channel center. @DOI: 10.1115/1.1571084#

Keywords: Computational, Finite Element, Heat Transfer, Turbulence

1 Introduction

In addition to turbulent flow, turbulent transport of heat and
mass is of great importance in most engineering applications. For
example, indoor air quality, motorway/railway tunnel ventilation,
atmospheric pollutant dispersal, and contaminant mixing in
oceans and rivers. Recent developments in supercomputation,
both hardware and software, have made the direct numerical
simulation~DNS! of turbulence feasible. Even though the current
DNS databases are restricted to low Reynolds number and simple
flow geometry, they capture the detailed transient flow behaviors
quantitatively. These flow parameters are usually unable to be
measured experimentally to good accuracy~for example, near-
wall fluctuating quantities and velocity-pressure correlation!.

This study uses DNS to investigate the turbulent flow and scalar
transport mechanism in plane Couette flow at Reynolds number,
based on the relative speed and distance between the walls, equal
to 3000. The velocity and scalar boundary conditions are kept
constant at the walls, while they are periodic in the streamwise
and spanwise directions. The similarities and differences between
plane Couette flow and more well-studied forced channel flow are
also compared.

Fully developed turbulent forced channel flow, because of its
geometric simplicity, has been studied extensively from both ex-
perimental@1,2,3#and numerical approaches@4,5,6#. The flow be-
tween the upper and lower stationary walls is driven by a mean
streamwise pressure gradient. The geometry of plane Couette flow
is exactly the same as that of forced channel flow. However, in-
stead of mean pressure gradient, the driving force in Couette flow

is a constant total shear stress through the fluid. The shear stress is
maintained by either one moving wall and one stationary wall, or
two walls moving in opposite directions.

Early studies focused on the transition from laminar to turbu-
lence in Couette flow. Using DNS, Lundbladh and Johansson@7#
found that the transitional Reynolds number is about 1500~with
our definition of Reynolds number!. Measurements showed that
the transitional Reynolds number is 1480640, and fully devel-
oped turbulent flow can be obtained at Reynolds number equal to
1800 @8,9#. DNS of Couette flow at Re512,000@10# calculated
coherent structure in the channel center core, that is in contrast to
forced channel flow. Bech et al.@11# compared their DNS with
measurements at Reynolds number equal to 5200, and they also
reported the similarity~near-wall turbulence! and difference~non-
zero turbulent kinetic energy production at the channel center!
between Couette flow and forced channel flow. Regarding the
coherent structure~roll cells! in Couette flow, Komminaho et al.
@12# performed DNS sensitivity tests for the size of horizontal
domain at Reynolds number equal to 3000, and found that the roll
cells contain about 10% of the turbulent kinetic energy. By DNS
at Re510,640, Papavassiliou and Hanratty@13# further confirmed
that the roll cells are spatially and temporally persistent, which
can be considered as secondary flow rather than turbulence. Other
factors affecting the turbulence structure in Couette flow, such as
rotation @14,15# and wavy surface@16# have been reported
elsewhere.

With the calculated flow field, the scalar distribution can be
calculated by considering the scalar transport~advection-
diffusion! equation. Kim and Moin@17# employed a DNS to study
the heat transfer~mass transport!in forced channel flow for dif-
ferent Prandlt~Schmidt! numbers. The calculations agree well
with experimental and empirical results, but the use of isothermal
boundary conditions made the DNS less practical to realistic situ-
ations. Kasagi et al.@18# revisited the problems by employing a
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more practical constant time-averaged heat flux boundary condi-
tion on the walls. However, the temperature field is no longer
horizontally homogeneous and there is a mean temperature gradi-
ent in the streamwise direction. An extensive review on the meth-
odology and contribution of DNS to turbulent transport was dis-
cussed in Kasagi and Shikazono@19#. Using DNS of forced
channel flow at different Reynolds number (Ret5150, 180 or
395!, several studies have focused on the effect of Prandtl number
(Pr50.025 to 10! to heat transfer@20,21,22#. Recently, Tiselj
et al. @23# included simulating the unsteady heat condition on the
walls for a forced channel flow at Ret5150 and Pr50.71 or 7.

On the other hand, numerical studies of scalar transport in Cou-
ette flow are very limited. Instead of DNS, Torii and Yang@24#
employed ak2e model to study the heat transfer mechanism in
Couette flow. They focused on the turbulence statistics, both flow
and temperature, calculated by turbulence model.

The following sections describe the mathematical model, simu-
lation parameters and computational details of the current DNS.
Then the turbulence statistics, both calculated flow and scalar
fields are discussed. Afterward, I discuss the turbulent kinetic en-
ergy budget balance and the large scale structures of flow and
scalar transport. Finally, the conclusions are drawn in Section 5.

2 Mathematical Model
I consider incompressible flow of Newtonian fluid, in which the

governing equations are the momentum equation
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]
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and the continuity equation
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]xi
50, (2)

wherexi ( i 51,2,3) are the Cartesian coordinates,ui are the ve-
locity components,t is the time,p is the kinematic pressure, and
Re ~5UH/n, wheren is the kinematic viscosity! is the Reynolds
number. The equations are expressed in tensor notation and the
usual summation convention on repeated indices is employed. All
variables in Eq.~1! and ~2! are nondimensionalized by the refer-
ence length scale H and the reference velocity scale U.

With the calculated flow field, the temperature is obtained by
integrating the equation of conservation of energy
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T is the temperature which is nondimensionalized by the reference
temperature scale T (5DT/2, whereDT is the temperature differ-
ence between the walls! and the Prandtl number is set to 0.71
~air!. The buoyancy force is neglected and thus the temperature is
considered as a passive scalar in this study. I use temperature as
the scalar in this paper and present the DNS as a heat transfer
problem. In fact, the temperature and Prandtl number can be re-
placed by scalar mixing ratio and Schmidt number, respectively,
for mass transfer problems.

For turbulent shear flow, it is also convenient to use wall vari-
ables which are denoted by a superscript1. The reference veloc-
ity scale is the friction velocityut5(tw /r)1/2, wheretw is the
mean shear stress on the walls andr is the fluid density. The
reference length scale isn/ut . The reference temperature scale in
wall variable is the friction temperature

Tt5

a
]^T&
]z U

w

ur
, (4)

wherea is the thermal diffusivity anda]^T&/]zuw is the mean
surface heat flux on the walls.

3 Computational Issues

3.1 Numerical Method. The current DNS is carried out by
employing a finite element code solving Eq.~1!, ~2!, and~3!. The
implicit dependence of velocity and pressure is decoupled by a
fractional-step method, which is second-order accuracy in time.
The Galerkin method is used to construct the weighted residual
formulation of the mathematical model. The velocity, pressure and
temperature are approximated by the same trilinear interpolating
polynomials based on brick elements. The advection terms in
skew-symmetric form (]uiuj /]xj1uj]ui /]xj )/2 are solved by
the explicit third-order Adams-Bashforth method. The diffusion
terms are solved by the implicit second-order Crank-Nicolson
method. The detailed methodology is discussed elsewhere@25,26#.

3.2 Computational Domain and Boundary Conditions
The computational domain for plane Couette flow is a horizon-
tally homogeneous rectangular channel of height H enclosed by
two rigid walls at the top and bottom. The streamwise direction is
x, the spanwise isy and the direction perpendicular to the channel
walls is z. The dimensions of the computational domain are 6H
35H3H. The upper wall moves at constant velocity U while the
lower wall is stationary. No-slip velocity and isothermal boundary
conditions are applied on the walls. The dimensionless tempera-
ture boundary conditions are prescribed as21 and 1 on the upper
and lower walls, respectively. Periodic boundary conditions are
assumed in the streamwise and spanwise directions for both flow
and temperature calculations. Because of the boundary conditions,
even we use an equal-order finite element method, pressure
boundary conditions are not necessary and the velocity boundary
conditions are sufficient to close the mathematical model.

3.3 Simulation Parameters. The computational domain is
discretized into 1443963128 brick elements inx, y, andz direc-
tions, respectively. The dimensionless element sizes in the stream-
wise and spanwise directions are evenly distributed (Dx
50.042,Dy50.052). In the wall-normal direction, the elements
are stretched away from the walls, in which the dimensionless
element sizeDz ranges from 0.0035 at the walls to 0.0172 at the
channel center. In this study, the Reynolds number is prescribed as
3,000 that turbulence is fully developed. The dimensionless fric-
tion velocity is 0.0352 and the Reynolds number based on friction
velocity Ret (5utH/2n) is 52.8. The dimensionless element sizes
in wall units, (Dx1,Dy1,Dz1), are ~4.4352, 5.4912, 0.3696, to
1.8163!. The spatial resolution employed in the current DNS is
comparable to other numerical studies, and is adequate to capture
the dissipation range at the Reynolds number considered. The di-
mensionless time incremental intervalDt is 0.005 (Dt1

5Dtut
2/n50.01859) that satisfies the Courant-Fredrichs-Lewy

requirement of the third-order Adams-Bashforth method.
The current DNS was started from the analytical solution to

laminar flow (u5z, v50, w50 andT5122z). With the buoy-
ancy term switching on initially, the turbulence was triggered by
small random perturbations imposed on the laminar temperature
field. After 3 dimensionless time units (H/U), the buoyancy term
was switched off and the calculation continued for another
100H/U for turbulence development and reaching statistically
steady state. Afterward, the results were collected for another
500H/U ~1858 viscous time unit!that were archived at every
0.5H/U.

4 Results and Discussions

4.1 Turbulence Statistics. The vertical profile of dimen-
sionless mean streamwise velocity^u& in dimensionless global co-
ordinates is shown in Fig. 1~a!. Statistics are denoted by paren-
theses^ &, that are the spatial~in the streamwise and spanwise
directions!and temporal averaging. The S-shape velocity profile is
antisymmetric about the horizontal centerline, in which the flow
velocity at the channel center is uniform while its gradient near
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the walls is sharp. Unlike forced channel flow the velocity gradi-
ent at the channel center]^u&/]zuz50.5 of Couette flow is
non-zero (50.2), whose magnitude is comparable to that calcu-
lated by Komminaho et al.@12#. The vertical profile of mean
streamwise velocity in wall variablesu1 is illustrated in Fig. 1~b!
in a semi-logarithmic form as a function of wall unitz1. The
mean streamwise velocity can be divided into a viscous sublayer
(u15z1, 0<z1,5), a buffer region (u155 ln z123.05, 5
<z1<30 @27# p. 504!, and a logarithmic region (u152.5 lnz1

15.5 @4#! from z1530 extending to the channel center. With the
fine spatial resolution, the viscous sublayer is well resolved that
agrees with analytical solution, DNS for forced channel flow@4#
as well as measurement@28#. Due to the domination of viscous
motions in viscous sublayer, the mean streamwise velocity profile
could be well represented by a linear function in wall units in
either forced channel, Couette or open channel@29# flows. In the
buffer region, the best-fit profile of the mean streamwise velocity
based on the current DNS isu154.7 lnz122.56, which is very
close to that reported by Warsi@27#. Because of the small Rey-
nolds number, the logarithmic region of the present DNS is small
(z1<53). The best-fit log-linear variation of mean streamwise
velocity in the logarithmic region based on the current DNS is
u152.33 lnz114.96, which is different from that reported by
other forced channel flows@4#. The reported log-law constants for

Couette flow from other numerical and experimental results in the
form of u15A ln z11B are 2.3<A<2.55 and 4.3<B<6.0
@12,13,16#. Thus, the current DNS for Couette flow is consistent
with other studies.

For plane Couette flow, the conservation of mean vertical mo-
mentum is

1

Re

]^u&
]z

2^u9w9&5
1

Re

]^u&
]z U

w

, (5)

where the superscript9 denotes the deviation from statistical mean
u95u2^u&. Eq. ~5! exhibits a constant total shear stress
(5wall shear stress) throughout the channel. The calculated total
shear stress closely satisfies the exact solution Eq.~5! ~Fig. 2! in
which the error is no more than 2% comparing to the theoretical
one. The central difference scheme is employed to calculate the
velocity gradient whose truncation error is of first order of grid
spacingO(Dz). The current error in the calculated total shear
stress is thus consistent with the vertical grid spacing (0.0035
<Dz<0.0172) employed. In forced channel flow, the total shear
stress is a linear profile with zero shear stress at the channel center
and maximum shear stress at the walls. On the contrary, in Cou-
ette flow the turbulent shear stress2^u9w9& is symmetric about
the channel horizontal centerline whose maximum is at the chan-
nel center. The non-zero turbulent shear stress and velocity gradi-
ent signify that the turbulence production2^u9w9&]^u&/]z is
non-zero at the channel center and increases the local turbulent
kinetic energy. The intersections of turbulent and viscous shear
stresses as shown in Fig. 2 thus represent the locations of maxi-
mum turbulent kinetic energy production. The momentum trans-
port is mainly accomplished by turbulent shear stress in the chan-
nel center core. Approaching the walls, the turbulent shear stress
decreases, while the mean velocity gradient and thus the viscous
shear stress 1/Re]^u&/]z increase. The maximum turbulent shear
stress is 96% of the total one locating at the channel center. Op-
positely, in forced channel flow the maximum turbulent shear
stress is about 75% of the total one locating in between the chan-
nel center and the walls.

The vertical profiles of root-mean-square velocity fluctuation
normalized by friction velocitŷ ui9ui9&

1/2/ut are shown in Fig.
3~a! in dimensionless global coordinates, that, as expected, the
profiles are symmetric about the horizontal centerline. In spite of
the non-zero turbulence production in the channel center core, the
dimensionless streamwise root-mean-square velocity fluctuation
^u9u9&1/2/ut has a local minimum at the channel center, while the
local maxima are near the walls. On the other hand, the dimen-

Fig. 1 Vertical profiles of dimensionless mean streamwise ve-
locity Šu ‹ for turbulent Couette flow at Re Ä3000: „a… dimen-
sionless global coordinates; and „b… wall coordinates. s:
present calculation, ••••••: u¿Äz¿, —" —" —": u¿Ä4.7 ln z¿

À2.56, –""–""–"": u¿Ä2.33 ln z¿¿4.96, L: DNS from Kim et al.
†4‡, and h: measurements from Z ˇ ukauskas and Sˇ lanč iauskas
†28‡.

Fig. 2 Vertical profiles of mean vertical turbulent flux Šu 9w 9‹
„ …, mean viscous flux À1ÕRe ­Šu‹Õ­z „ …, and
their sum „••••••…, normalized by u t

2 for turbulent Couette flow at
ReÄ3000.
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sionless spanwisêv9v9&1/2/ut and vertical ^w9w9&1/2/ut root-
mean-square velocity fluctuations increase monotonically from
zero at the walls to maximum at the channel center. However, the
studies at higher Reynolds number (Re58,000 @16# and Re
510,640@13#! found slight local minima of spanwise and vertical
root-mean-square velocity fluctuations at the channel center. The
spanwise root-mean-square velocity fluctuation is fairly constant
(^v9v9&1/2/ut50.13) in the channel center core while its vertical
counterpart shows a gentle maximum (^w9w9&1/2/ut50.11). Op-
positely, in forced channel flow all the minima of streamwise,
spanwise and vertical root-mean-square velocity fluctuations lo-
cate at the channel center. Moreover, the magnitudes of dimen-
sionless spanwise and vertical root-mean-square velocity fluctua-
tions are almost the same~5 0.6 @4#!. The spanwise root-mean-
square velocity fluctuation calculated by the current DNS is 18%
higher than its vertical counterpart at the channel center. In wall
units ~Fig. 3~b!!, the current DNS agrees well with measurements
@30,11# and DNS @10,13#. The local minimum dimensionless
streamwise root-mean-square velocity fluctuation is 2 at the chan-
nel center, that is within the broad range from various existing
experimental and numerical results. Indeed, the current calculated
root-mean-square velocity fluctuations at the channel center are
greater than those of forced channel flow by a factor of two. This
would be due to the non-zero turbulence production at the channel
center. The location of the present calculated maximum stream-
wise velocity fluctuation (z1514) agrees well with that calcu-
lated from other DNS of turbulent shear flow. The magnitude of

the maximum streamwise root-mean-square velocity fluctuation is
more close to that calculated by Lee and Kim@10# than that from
other experimental and numerical results. It is overpredicted by
5% compared with the well-accepted calculated values
(^u9u9&1/2/ut52.77) in turbulent shear flow. This would be attrib-
uted to the different flow configurations.

Similar to the vertical profile of mean streamwise velocity, the
vertical profile of mean temperaturêT& is antisymmetric about
the horizontal centerline as shown in Fig. 4~a!. The mean tem-
perature is more uniform in the channel center core while its gra-
dient is steeper near the walls. In the current DNS the dimension-
less friction temperatureTt is 0.086 and the dimensionless mean
temperature gradient at the channel center]^T&/]zuz50.5 is 20.48.
As shown in Fig. 4~b!, near the walls (z1<5) are conductive
sublayers where molecular diffusion dominates the heat transfer.
Moreover, the mean temperature profile~in wall variable! is a
linear function of the distance~in wall units! from the wall (T1

5Prz1). For region farther away from the walls (z1.20), the
heat transfer is dominated by turbulent heat fluxes. The mean
temperature profile could be approximated by a logarithmic dis-
tribution T15A ln z11B whereA andB are constants. The value
of A is barely affected by the flow in a wide range of Reynolds
and Prandtl numbers (1.83<A<2.1), while B strongly depends
on the Prandtl number of the working fluid. For Pr50.71,B is 3.8
based on measurement@28#. The constants based on the best-fit
profile of the current DNS areA52.63 andB51.2. The DNS of

Fig. 3 Vertical profiles of root-mean-square velocity fluctua-
tion normalized by wall friction velocity for turbulent Couette
flow at ReÄ3000: „a… dimensionless global coordinates; and „b…
wall coordinates. : Šu 9u 9‹1Õ2Õu t , :
Šv 9v 9‹1Õ2Õu t and ••••••: Šw 9w 9‹1Õ2Õu t . L: measurement from Ay-
din and Leutheusser †30‡, h: measurement from Bech et al.
†11‡, n: DNS from Lee and Kim †10‡, and s: DNS from Papavas-
siliou and Hanratty †13‡.

Fig. 4 Vertical profiles of dimensionless mean temperature
ŠT‹ for turbulent Couette flow at Re Ä3000: „a… dimensionless
global coordinates; and „b… wall coordinates. s: present calcu-
lation, ••••••: T¿ÄPrz¿, — " —"—": T¿Ä2.63 ln z¿¿1.2, h: mea-
surement from Zˇ ukauskas and Sˇ lanč iauskas †28‡, n: DNS from
Kim and Moin †17‡, and L: LES from Cabot and Moin †34‡.
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forced channel flow at Ret5150 and Pr50.7@18# finds that the
constantsA and B are 2.78 and 2.09, respectively. At Ret5180
and Pr52, the DNS of open channel flow@31# finds A53.68 and
B510.1. At Ret5640, the large-eddy simulation~LES! of forced
channel flow@32# findsA52.12 for Pr51, 100 and 200. Previous
experimental, DNS and LES studies have shown a broad range of
the values of the constant termsA andB. Thus, it is hard to draw
a conclusion about the form of the logarithmic function in turbu-
lent shear flow or even plane Couette flow. Further investigations
are necessary to quantify the constant terms.

Ensemble averaging the energy conservation equation Eq.~3!
we obtain the mean vertical heat fluxes equation

1

Re Pr

]^T&
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2^T9w9&5
1

Re Pr

]^T&
]z U

w

. (6)

Hence, the sum of conductive 1/Re Pr]^T&/]z and turbulent ver-
tical heat fluxes2^T9w9& is constant (5wall surface heat flux)
throughout the channel. The current DNS closely satisfies Eq.~6!
~Fig. 5!. The error of 2% of the calculated total heat flux is trun-
cation error which is caused by calculating the temperature gradi-

ent by central difference method as discussed previously. Analo-
gous to momentum transport, the vertical heat transfer is
dominated by conductive diffusion in the near-wall regions, while
it is generally governed by turbulent diffusion in the channel cen-
ter core. Even though the Reynolds number in the current DNS is
relatively small, the vertical turbulent heat flux is large which is
94% of the total one at the channel center. Because of the en-

Fig. 5 Vertical profiles of mean vertical turbulent heat flux
ŠT9w 9‹ „ …, mean vertical viscous heat flux
À1Õ„Re Pr… ­ŠT‹Õ­z „ …, and their sum „••••••… nor-
malized by Ttu t for turbulent Couette flow at Re Ä3000

Fig. 6 Vertical profiles of mean streamwise turbulent heat flux
ŠT9u 9‹ normalized by Ttu t for turbulent plane Couette flow at
ReÄ3000

Fig. 7 Vertical profiles of correlation coefficients between
streamwise u 9 and vertical w 9 velocities „ …, temperature T9
and streamwise velocity u 9 „ …, and temperature
T9 and vertical velocity w 9 „••••••…

Fig. 8 Vertical profile of root-mean-square temperature fluc-
tuation ŠT9T9‹1Õ2 normalized by friction temperature Tt for tur-
bulent Couette flow at Re Ä3000: „a… dimensionless global co-
ordinates; and „b… wall coordinates.
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hanced turbulent mixing, the mean temperature is relatively gen-
tler at the channel center as shown in Fig. 4~a!. The maximum
dimensionless vertical turbulent heat flux is slightly smaller than
the maximum dimensionless vertical turbulent shear stress that
would be caused by the magnitude of the Prandtl number. The
Prandtl number used in this study is smaller than one, as a result,
the proportion of conductive heat transfer~when compared with
the total one!is greater than that of viscous momentum transfer. In
forced channel flow, both conductive and turbulent vertical heat
fluxes are zero at the channel center. Moreover, the maximum
turbulent vertical heat flux is 70% of the total one@18,33#locating
in between the channel center and the walls. The product of ver-
tical turbulent heat flux and temperature gradient is the production
term in the temperature fluctuation^T9T9& budget. Thus, the pro-
duction of turbulent temperature fluctuation is non-zero in the
channel center core, and the locations of maximum production are
the intersections of the curves in Fig. 5 (z50.12 andz1512).

The maximum dimensionless streamwise turbulent heat flux
^T9u9&/Ttut is 6.7 atz1514 ~Fig. 6!. Previous studies of heat
transfer for forced channel flow have reported a wide range of the
value of maximum streamwise turbulent heat flux. The DNS by
Kim and Moin @17# and Kasagi et al.@18# find values of 5.5 and 6
~at z1515), respectively. The values obtained from LES@34,33#
are 9. It is thus hard to assess the accuracy of the current DNS on
calculating the streamwise turbulent heat flux. Nonetheless, the
current DNS is reasonable in that regard. Unlike forced channel
flow, the dimensionless mean streamwise turbulent heat flux in
Couette flow is non-zero at the channel center that is equal to 3.7.

The vertical profiles of correlation coefficients between stream-
wise and vertical velocities, streamwise velocity and temperature,
and vertical velocity and temperature are shown in Fig. 7. The
correlation coefficient between streamwise and vertical velocities
^u9w9&/^u9u9&1/2^w9w9&1/2 is fairly constant~20.41 to20.45! in

most part of the channel except in the viscous sublayers~20.23 to
20.4!. The maximum negative correlation coefficient is20.45 in
the near-wall region that is comparable to that obtained in forced
channel flow@4#. The peaks locate atz50.9 (z1510), that are
very close, but do not coincide exactly with the locations of maxi-
mum turbulence production in turbulent kinetic energy budget
balance. The correlation coefficient between streamwise velocity
and temperature is high (20.8<^T9u9&/^T9T9&1/2^u9u9&1/2

<20.94) throughout the channel whose negative maximum cor-
relation coefficients are20.94 atz156. These calculated features
in Couette flow are very similar to those obtained in forced chan-
nel flow @17,18#. In contrast, the negative correlation coefficient
between streamwise velocity and temperature at the channel cen-
ter in forced channel flow~20.5! is much smaller than that in
Couette flow~20.83!. The correlation coefficient between vertical
velocity and temperaturêT9w9&/^T9T9&1/2^w9w9&1/2 has minima
~0.2! on the walls. It increases with increasing distance from the
walls resulting in a peak~0.45! at z1510 and then decreases
slightly thereafter. In fact, it is almost constant~0.4! in the channel
center core.

The vertical profile of the calculated dimensionless root-mean-
square temperature fluctuation^T9T9&1/2/Tt is shown in Fig. 8~a!
in global dimensionless coordinates. Similar to the root-mean-
square streamwise velocity fluctuation, the root-mean-square tem-
perature fluctuation is symmetric about the horizontal centerline
and its minimum~2.2! is at the channel center. The maximum
dimensionless root-mean-square temperature fluctuation is 2.5 at
z1517 as shown in Fig. 8~b!.

4.2 Budgets for Turbulence Variables. In fully developed
turbulent plane Couette flow, the dimensionless turbulent kinetic
energy budget̂ui9ui9/2& is governed by the following equation

(7)

where D/Dt5]/]t1]/]xj . The production term draws energy
from the mean flow to the turbulence. The viscous diffusion,
velocity-pressure gradient correlation and turbulent diffusion
terms construct the total diffusion term, which redistributes the
turbulent kinetic energy spatially~only vertically in horizontally
homogeneous flow!. Finally, the dissipation is an irreversible sink
of turbulent kinetic energy. The above terms perform the energy
cascade from large to small scale in turbulent flow. The vertical
profiles of the terms in the turbulent kinetic energy budget for
Couette flow are shown in Fig. 9. The most obvious difference
compared with forced channel flow is the non-zero production and
dissipation terms at the channel center. Moreover, the production
and dissipation do not counterbalance each other. The production
in the channel center core is not large enough for the energy loss
by dissipation and velocity-pressure gradient correlation. The lo-
cations of maximum production are within the buffer regions (z
50.1 andz1510). The energy then diffuses toward the channel
center~mainly accomplished by turbulent diffusion! and the walls
~accomplished by both turbulent diffusion and viscous diffusion!.
Turbulent kinetic energy is redistributed by viscous diffusion in
the viscous sublayer where the production is much smaller than
the dissipation. The locations of equal viscous diffusion and tur-
bulent diffusion coincide with the locations of maximum produc-

tion. However, because of the velocity-pressure gradient correla-
tion, the location of maximum negative total diffusion is slightly
farther away from the walls than that of maximum production. At
the walls, the energy loss by dissipation is totally counterbalanced
by the energy gain by viscous diffusion.

The equation for vertical turbulent shear stress budget^u9w9&
for Couette flow is

(8)
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The vertical profiles of the terms in Eq.~8! are shown in Fig. 10.
The vertical turbulent shear stress budget is generally dominated
by the counterbalance between production and velocity-pressure
gradient correlation, while the energy transport by total diffusion
and dissipation is relatively small throughout the channel. Energy
diffuses toward the walls and the channel center from locations of
larger production~near-wall region,z50.15). Similar to the tur-
bulent kinetic energy budget, the production is non-zero at the
channel center, that is counterbalanced mainly by the velocity-
pressure gradient correlation.

The equation for temperature variance budget^T9T9& for Cou-
ette flow is

(9)

The vertical profile of the terms in the temperature variance
budget is shown in Fig. 11. Unlike the temperature variance
budget for forced channel flow@33#, about 25% of the turbulent
kinetic energy dissipated at the channel center is transported by
diffusion from the buffer regions, in which turbulent diffusion
dominates the energy transport. The maximum production locates
at z50.12 (z1512), where both turbulent diffusion and vis-
cous diffusion transport energy toward the channel center and
the near-wall regions. The energy transport mechanism for
temperature variance is similar to that of turbulent kinetic ener-
gy. The locations of maximum total diffusion coincide with
those of maximum production, however, they do not coincide
with the locations of maximum temperature variance. In the buffer
regions, comparing to turbulent kinetic energy budget, the ener-
gy of temperature variance transported by molecular diffusion
is greater than the turbulent kinetic energy transported by vis-
cous diffusion. It is because the thermal diffusivity is greater than

the kinematic viscosity. Thus, we expect almost the same mag-
nitude of molecular diffusion for turbulent kinetic energy and
energy of temperature variance budget transfer if the Prandlt
number is close to one. In the conductive sublayers, the dissipa-
tion is counterbalanced generally by the molecular diffusion.
Kasagi et al.@18# finds a local minimum of dissipation aty158
which is not observed in the current DNS. Instead, a region of
relatively gentle change of dissipation is observed in the nearby
location.

The equation for streamwise turbulent heat flux budget^T9u9&
for Couette flow is

Fig. 9 Vertical profiles of the terms in turbulent kinetic energy
Šu i9u i9Õ2‹ budget Eq. „7… for turbulent Couette flow at Re Ä3000.

production, •••••• dissipation, L viscous diffusion, Ã
velocity-pressure gradient correlation, , turbulent diffusion
and total diffusion

Fig. 10 Vertical profiles of the terms in Reynolds stress
Šu 9w 9‹ budget Eq. „8… for turbulent Couette flow at Re Ä3000.

turbulent production, •••••• dissipation, L viscous diffu-
sion, , turbulent diffusion, total diffusion,
h velocity-pressure gradient correlation ÀŠu 9­p 9Õ­z‹,
n velocity-pressure gradient correlation ÀŠw 9­p 9Õ­x ‹ and
— " — " — " total velocity-pressure gradient correlation

Fig. 11 Vertical profiles of the terms in temperature variance
ŠT9T9‹ budget Eq. „9… for turbulent Couette flow at Re Ä3000.

turbulent production, •••••• dissipation, L viscous diffu-
sion, , turbulent diffusion and total diffusion.
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(10)

The vertical profiles of the terms in Eq.~10! are shown in Fig. 12. The temperature-pressure gradient correlation and the dissipation
terms draw energy from the mean flow throughout the channel. In the near-wall region the energy sink is dominated by dissipation.
However, at the channel center, the magnitudes of energy-sink from dissipation and temperature-pressure gradient correlation terms are
almost the same. Similar to the turbulent kinetic energy budget balance, at the channel center the non-zero production is not large
enough for energy loss. The energy gain at the channel center is generally accomplished by turbulent diffusion in addition to the
production, so as to counterbalance the energy loss. The magnitudes of viscous diffusion and diffusive diffusion are similar in most part
of the channel. While close to the viscous sublayer, the diffusive diffusion is about 30% higher than the viscous diffusion. The
difference would be attributed to the thermal diffusivity, which is greater than the kinematic viscosity about 30%~Pr50.71!. A similar
magnitude of viscous and diffusive diffusion is expected if the Prandlt number is about unity.

The equation for vertical turbulent heat flux budget^T9w9& for plane Couette flow is

(11)

The vertical profile of the terms in the vertical turbulent heat flux
budget is shown in Fig. 13. Unlike the streamwise turbulent heat
flux budget, the production and temperature-pressure gradient cor-
relation almost counterbalance each other throughout the channel.
The dissipation is negligible except in the viscous sublayer that is
about 15% of the total energy loss. Even though the energy of the
vertical turbulent heat flux transported by total diffusion is small,
total diffusion transports energy toward the channel center to bal-

ance the energy loss by temperature-pressure gradient correlation,
and transports energy toward the viscous sublayer to balance the
energy loss by dissipation. The turbulent diffusion is generally
greater than the viscous diffusion unless in the conductive
sublayer.

4.3 Structure of the Flow and Temperature Fields. The
previous sections describe the turbulence statistics and energy
budget characteristics by looking into the statistical quantities.

Fig. 12 Vertical profiles of the terms in streamwise turbulent
heat flux ŠT9u 9‹ budget Eq. „10… for turbulent Couette flow at
ReÄ3000. h turbulent production ÀŠu 9w 9‹­ŠT‹Õ­z, n turbu-
lent production ÀŠT9w 9‹­Šu ‹Õ­z, total turbulent produc-
tion, •••••• dissipation, L viscous diffusion 1 ÕRe ­Õ­zŠu9­T9Õ­z‹,
s conductive diffusion 1 Õ„Re Pr…­Õ­zŠT9­u 9Õ­z‹, , turbulent
diffusion, total diffusion, and — " — " —"
temperature-pressure gradient correlation.

Fig. 13 Vertical profiles of the term in vertical turbulent heat
flux ŠT9w 9‹ budget Eq. „11… for turbulent Couette flow at
ReÄ3000. total turbulent production, •••••• dissipation, L
viscous diffusion 1 ÕRe ­Õ­zŠw9­T9Õ­z‹, s conductive diffusion
1Õ„Re Pr…­Õ­zŠT9­w 9Õ­z‹, , turbulent diffusion, total
diffusion, and — "—"—" temperature-pressure gradient
correlation.
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Fig. 14 Contours of fluctuating variables on the x -z plane in the middle of the y domain: „a…
u 9 contours; „b… w 9 contours; and „c… T9 contours.

Fig. 15 Contours of streamwise velocity fluctuation u 9 on the
x -y plane at: „a… z¿Ä5 and „b… zÄ0.5.

Fig. 16 Contours of temperature fluctuation T9 on the x -y
plane at: „a… z¿Ä5 and „b… zÄ0.5.
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Additional perspective about transport mechanisms, both momen-
tum and energy, could be obtained by looking into the instanta-
neous flow and temperature fields.

Figure 14 shows the contours of instantaneous fluctuating
streamwise velocityu9, vertical velocity w9 and temperature
T9 on the x-z plane in the middle of they-domain (y52.5).
These figures are snapshots of the DNS and are considered as
typical flow and temperature structures. The negative correlation
coefficient between streamwise and vertical velocities
^u9w9&/^u9u9&1/2^w9w9&1/2 is also depicted in Fig. 14~a! and~b!.
Obviously, most regions of positive streamwise velocity fluc-
tuation coincide with regions of negative vertical velocity fluctua-
tion, and vice versa. As a result, the correlation coefficient be-
tween streamwise and vertical velocities is negative in most
part of the computational domain. The nature of the correlation
coefficients between streamwise velocity and temperature
^T9u9&/^T9T9&1/2^u9u9&1/2, and vertical velocity and temperature
^T9w9&/^T9T9&1/2^w9w9&1/2 can also be explained in a similar
manner. Structure of hot and cold fluids in the form of S-shape are
aligned across the channel as shown in Fig. 14~c!. These large
structures cross the centerline in Couette flow that enhance the
heat transfer between the walls.

Figure 15~a!shows the contours of the instantaneous fluctuat-
ing streamwise velocityu9 on thex-y plane atz155. The typical
wall streaks for wall-layer turbulence in viscous sublayer is shown
as elongated regions of high speed fluid located adjacent to the
low speed fluid. The coherent structure of streaks is also observed
in the center planez50.5 as shown in Fig. 15~b!but it is not as
elongated as that in the viscous sublayer. The temperature fluctua-
tion T9 is also organized in streaks carrying elongated alterna-
tively high and low contours in the conductive sublayer~Fig.
16~a!!. The organized structure of temperature fluctuation is also
observed at the channel center~Fig. 16~b!!. Because of their high
correlation coefficients, the contours of streamwise velocity and
scalar fluctuations are highly correlated~positive streamwise ve-
locity fluctuation and negative temperature fluctuation, and vice
versa!.

Papavassiliou and Hanratty@13# found organized large eddies
in the center core of the channel perpendicular to the mean flow
~roll cells!. The effects of the secondary flow to the temperature
distribution is depicted in Fig. 17. Unlike forced channel flow in
which coherent structures are only observed in the near-wall re-
gion, large scale coherent structures of alternative positive and
negative velocity fluctuations~both spanwise and vertical! are ob-
served in the center core of Couette flow. The coherent structures
are in the form of secondary rotations, resulting in the alternative
high and low temperature fluctuation.

5 Conclusions
The turbulence structure and heat transfer mechanism in plane

Couette flow at Reynolds number equal to 3000 is investigated by
DNS. The numerical model is a three-dimensional finite element
code with the use of Galerkin weighted residual method. I dem-
onstrate the turbulence statistics, turbulent kinetic energy balance
and large-scale coherent structures, and discuss the differences
between turbulent Couette and forced channel flows. The mean
velocity and temperature profiles for Couette flow are similar to
those of forced channel flow that can be divided into viscous
sublayer (u15z1), buffer region and logarithmic region. Based
on the current DNS, the best-fit profile of the buffer and logarith-
mic regions areu154.7 lnz122.56 andu152.33 lnz114.96,
respectively. The current DNS closely satisfies the analytical so-
lution to the total shear stress for Couette flow which is constant
throughout the channel. Unlike forced channel flow, the produc-
tion terms of turbulent Couette flow are non-zero at the channel
center. Moreover, the maximum turbulent shear stress~96%, lo-
cates at the channel center! is greater than its forced channel coun-
terpart ~75%, locates in-between the channel center and walls!.
Based on the current DNS data base, The root-mean-square veloc-
ity fluctuations are calculated that are comparable to other DNS
and measurements. Similar to the mean velocity profile, the tem-
perature profile for plane Couette flow can be divided into three
characteristic regions as discussed above. The logarithmic tem-

Fig. 17 Contours of fluctuating variables on the y -z plane in the middle of the x domain: „a…
v 9 contours, „b… w 9 contours, and „c… T9 contours.
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perature profile based on the current DNS isT152.63 lnz1

11.2. However, previous DNS, LES and measurements showed a
block range of the values of the constant terms, further studies are
required to quantify accurately the constant terms in the logarith-
mic region. Similar to the mean vertical momentum equation, the
current DNS exhibits constant total heat flux across the Couette
flow channel that agrees well with the analytical solution. The
temperature is highly correlated with the streamwise velocity in
which the correlation coefficient is as high as20.8 to 0.94. The
root-mean-square temperature fluctuation is computed whose di-
mensionless maximum is 2.5 locating atz1517. The energy bud-
gets for the turbulence variables are also analyzed. In contrast to
forced channel flow, production for the turbulence variables en-
ergy budgets is non-zero at the channel center. However, the pro-
duction is unable to counterbalance the dissipation. The total dif-
fusion transports energy to compensate the energy-sink. The
nature of correlation coefficients of turbulent plane Couette flow
is explained by looking into the instantaneous fluctuating vari-
ables. Similar to other turbulent shear flows, well organized and
elongated streaks are observed in the viscous sublayer of turbulent
Couette flow. In addition, large scale coherent structures and sec-
ondary rotations, and their effects to heat transfer in turbulent
plane Couette flow are discussed.

Acknowledgments
The author thanks the Croucher Foundation, Hong Kong for

their financial support, and the computational support provided by
the National Center for Atmospheric Research. Dr. Dennis Y. C.
Leung at the University of Hong Kong provided a constructive
review on the draft of this manuscript. Thanks also to Drs. Mary
C. Barth, Sasha Madronich and Peter P. Sullivan at the National
Center for Atmospheric Research for their helpful discussions dur-
ing the course of this work. The National Center for Atmospheric
Research is sponsored by the National Science Foundation.

References
@1# Eckelmann, H., 1974, ‘‘The Structure of the Viscous Sublayer and the Adja-

cent Wall Region in a Turbulent Channel Flow,’’ J. Fluid Mech.,65, pp. 439–
459.

@2# Hussain, A. K. M. F., and Reynolds, W. C., 1975, ‘‘Measurements in Fully
Developed Turbulent Channel Flow,’’ J. Fluids Eng.,97, pp. 568.

@3# Kreplin, H.-P., and Eckelmann, H., 1979, ‘‘Behavior of the Three Fluctuating
Velocity Components in the Wall Region of a Turbulent Channel Flow,’’ Phys.
Fluids,22~7!, pp. 1233–1239.

@4# Kim, J., Moin, P., and Moser, R., 1987, ‘‘Turbulence Statistics in Fully Devel-
oped Channel Flow at Low Reynolds Number,’’ J. Fluid Mech.,177, pp. 133–
166.

@5# Moser, R. D., Kim, J., and Mansour, N. N., 1999, ‘‘Direct Numerical Simula-
tion of Turbulent Channel Flow Up to Ret5590,’’ Phys. Fluids,11, pp. 943–
945.

@6# Abe, H., Kawamura, H., and Matsuo, Y., 2001, ‘‘Direct Numerical Simulation
of a Fully Developed Turbulent Channel Flow With Respect to the Reynolds
Number Dependence,’’ J. Fluids Eng.,123, pp. 382–393.

@7# Lundbladh, A., and Johansson, A. V., 1991, ‘‘Direct Simulation of Turbulent
Spots in Plane Couette Flow,’’ J. Fluid Mech.,229, pp. 499–516.

@8# Daviaud, F., Hegseth, J., and Berge´, P., 1992, ‘‘Subcritical Transition to Tur-
bulence in Plane Couette Flow,’’ Phys. Rev. Lett.,69, pp. 2511–2514.

@9# Malerud, S., Maloy, K. J., and Goldburg, W. I., 1995, ‘‘Measurement of Tur-
bulent Velocity Fluctuations in a Planar Couette Cell,’’ Phys. Fluids,7, pp.
1949–1955.

@10# Lee, H. J., and Kim, J., 1991, ‘‘The Structure of Turbulence in a Simulated

Plane Couette Flow,’’ in Paper 5-3,Proc. 8th Symposium on Turbulent Shear
Flows, Munich.

@11# Bech, K. H., Tillmark, N., Alfredsson, P. H., and Andersson, Helge I., 1995,
‘‘An Investigation of Turbulent Plane Couette Flow at Low Reynolds Num-
bers,’’ J. Fluid Mech.,286, pp. 291–325.

@12# Komminaho, J., Lundbladh, A., and Johansson, A. V., 1996, ‘‘Very Large
Structures In Plane Turbulent Couette Flow,’’ J. Fluid Mech.,320, pp. 259–
285.

@13# Papavassiliou, D. V., and Hanratty, T. J., 1997, ‘‘Interpretation of Large-Scale
Structures Observed in a Turbulent Plane Couette Flow,’’ Int. J. Heat Fluid
Flow, 18, pp. 55–69.

@14# Bech, K. H., and Andersson, H. I., 1996, ‘‘Secondary Flow in Weakly Rotating
Turbulent Plane Couette Flow,’’ J. Fluid Mech.,317, pp. 195–214.

@15# Bech, K. H., and Andersson, H. I., 1997, ‘‘Turbulent Plane Couette Flow
Subject to Strong System Rotation,’’ J. Fluid Mech.,347, pp. 289–314.

@16# Sullivan, P. P., McWilliams, J. C., and Moeng, C.-H., 2000, ‘‘Simulation of
Turbulent Flow Over Idealized Water Waves,’’ J. Fluid Mech.,404, pp. 47–85.

@17# Kim, J., and Moin, P., 1989, ‘‘Transport of Passive Scalar in a Turbulent
Channel Flow,’’Turbulent Shear FlowJ.-C. Andre, J. Cousteix, F. Durst, B. E.
Launder, F. W. Schmidt, and J. H. Whitelaw, eds., Springer-Verlag, Berlin,6,
pp. 85–96.

@18# Kasagi, N., Tomita, Y., and Kuroda, A., 1992, ‘‘Direct Numerical Simulation
of Passive Scalar Field in a Turbulent Channel Flow,’’ Journal of Heat Trans-
fer, 114, pp. 598–606.

@19# Kasagi, N., and Shikazono, N., 1995, ‘‘Contribution of Direct Numerical
Simulation to Understanding and Modelling Turbulent Transport,’’ Proc. R.
Soc. London, Ser. A,451, pp. 257–292.

@20# Kawamura, H., Ohsaka, K., Abe, H., and Yamamoto, K., 1998, ‘‘DNS of
Turbulent Heat Transfer in Channel Flow With Low to Medium-High Prandtl
Number Fluid,’’ Int. J. Heat Mass Transf.,19, pp. 482–491.

@21# Kawamura, H., Abe, H., and Matsuo, Y., 1999, ‘‘DNS of Turbulent Heat Trans-
fer in Channel Flow With Respect to Reynolds and Prandtl Number Effects,’’
Int. J. Heat Fluid Flow,20, pp. 196–207.

@22# Na, Y., and Hanratty, T. J., 2000, ‘‘Limiting Behavior of Turbulent Scalar
Transport Close to a Wall,’’ Int. J. Heat Mass Transf.,43, pp. 1749–1758.

@23# Tiselj, I., Bergant, R., Mavko, B., Bajsic, I., and Hetsroni, G., 2001, ‘‘DNS of
Turbulent Heat Transfer in Channel Flow With Heat Conduction in the Solid
Wall,’’ J. Heat Transfer,123, pp. 849–857.

@24# Torii, S., and Yang, W.-J., 1997, ‘‘Heat Transfer Analysis of Turbulent Parallel
Couette Flows Using Anisotropick2e Model,’’ Numer. Heat Transfer, Part A,
31, pp. 223–234.

@25# Liu, C.-H., and Leung, D. Y. C., 2001, ‘‘Development of a Finite Element
Solution for the Unsteady Navier-Stokes Equations Using Projection Method
and Fractional-u-Scheme,’’ Computer Methods in Applied Mechanics and En-
gineering,190~32–33!, pp. 4301–4317.

@26# Liu, C.-H., 2001, ‘‘A Cubic Finite Element Solution to the Unsteady Incom-
pressible Navier-Stokes Equations,’’ Computer Methods in Applied Mechanics
and Engineering, submitted.

@27# Warsi, Z. U. A., 1992,Fluid Dynamics: Theoretical and Computational Ap-
proaches, CRC Press.
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Effect of Tip Clearance on the
Thermal and Hydrodynamic
Performance of a Shrouded
Pin Fin Array
The effect of introducing tip clearance to a liquid cooled array of shrouded pins fins is
examined. Three arrays of height to diameter ratio ranging from 0.5 to 1.1 were evaluated
experimentally. The arrays were exposed to a uniform heat flux of 0.02 to 0.26 W/mm2 and
cooled with water through a nominal Reynolds number range of 200 to 10,000. Tip
clearance of 0 to 25% of pin height was assessed. Mean heat transfer rates and adiabatic
pressure drop across the array were determined and empirical correlations are proposed.
The introduction of clearance was seen to increase overall heat transfer in some
cases.@DOI: 10.1115/1.1621897#

Keywords: Channel Flow, Conjugate, Electronics, Heat Transfer, Heat Exchangers

Introduction
Shrouded pin fin arrays such as those shown at the top of Fig. 1

are a common geometry employed to enhance forced convection
heat transfer in a variety of applications. A sizable body of work is
available regarding the thermal and hydrodynamic performance of
such arrays. By far, the most prominent application is in the cool-
ing of the trailing edge of turbine blades, with the vast majority of
shrouded pin fin literature having emerged from this field. In such
cases, the pin fins are designed into the interior of the blade and
act as both extended surfaces for heat transfer as well as cross-
members between the upper and lower airfoil surfaces for struc-
tural integrity. Armstrong and Winstanley@1# provide a general
review of pin fin heat transfer as applied to turbine cooling appli-
cations. More recent studies have been performed by Hwang
@2–4#, Chyu @5–10#, Li @11,12# and Lau@13,14#, among others.

Because the pin fins double as structural members in turbine
blades, they normally span the full distance between the upper and
lower endwalls as shown in Fig. 1~A!. As a result, little attention
has been paid to the effect of tip clearance~Fig. 1~B!! on the
thermal and hydrodynamic performance of the cooling passages.
However, the use of shrouded pin fin arrays is becoming increas-
ingly more common in electronics cooling applications as well. In
these applications, the pin fins generally extend from the base of a
heat sink, with the tips of the pins flush against a flat shroud,
which in essence is the same configuration employed in the tur-
bine cooling passages. However in the case of electronics cooling
systems, the pin fins normally are not required to perform a struc-
tural role. Therefore, in these cases, the inclusion of clearance
above one end of the pins is feasible.

Only a handful of researchers have considered tip clearance in
relation to pin fin arrays. Sparrow et al.@15# were the first to look
at its effect on an array of cylindrical pin fins. They compared the
overall heat transfer from arrays with tip clearances ranging from
14 to 244% of pin length. They found only a 20% decrease in Nu
between these two extremes, but made no comparisons to the case
of zero clearance. Peng@16# compared the performance of the
standard turbine blade geometry~i.e., no clearance!to that where
pin fins extend from each endwall, spanning less than half the
channel height, thereby creating a clearance gap through the cen-

ter of the channel. The tests included what amounts to 0, 50, and
200% tip clearance. It was found that while the overall heat trans-
fer was lower with the partial pins, the ratio ofNu/ f generally
increased, thereby producing a higher rate of heat transfer per unit
of pumping power.

Jubran et al.@17# considered the effect of transverse and
streamwise pin spacing in addition to tip clearance. They consid-
ered both inline and staggered arrays of right circular cylinders
with tip clearances of 0, 50, and 100% and proposed separate
empirical heat transfer correlations for each case. More recently,
Chyu et al.@10# looked at the relative performance for tip clear-
ances of 0, 25, 50, 100, and 200%. They found the case of 25%
clearance produced aNu only 1.5% lower than that with no
clearance, while 200% clearance resulted in a 45% reduction.
Chyu’s pin fins differed from those of the earlier studies and the
current study in that they were of square cross-sectional area in an
in-line arrangement, rather than cylindrical pins in a staggered
arrangement

The authors are aware of no studies to date that have system-
atically considered the effect of low levels of tip clearance~be-
tween 0 and 25%! on the performance of a cylindrical pin fin
array. With this in mind, there are a number of reasons to believe
that the inclusion of such clearance can actually enhance the over-
all heat transfer capabilities of a given cooling system. The
most obvious reason is that exposing the tips of the pin fins to
the cooling fluid increases the total heat transfer area. In the case
to be considered here, which is forced liquid cooling of power
electronics, the pin fins tend to have relatively low height to di-
ameter ratios (H/D) due to the high convection coefficients in-
volved with liquid cooling. They are also closely packed, so the
pin tip area can represent a considerable portion of the total area
of the array.

There may be several less obvious reasons to introduce tip
clearance as well. Sparrow@18# has shown that for a single pin fin
attached to a wall at only one end, the relative rate of heat transfer
is higher at, and adjacent to the tip of the fin, than along the lateral
face of the pin away from the tip. In other words, the exposed tip
of the pin not only increases the total heat transfer area, it may
produce a higher rate of local heat transfer than the rest of the pin
does on average. Another byproduct of tip clearance may be the
introduction of three-dimensional behavior into the flow field
around the pin fins. Chyu@10# reported increased heat transfer
along the endwall, upstream of the array’s leading edge, when tip
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clearance was present. He credited the production of vortices
along the tips of the pin fins and their subsequent interaction with
the endwall for this behavior.

Therefore, the aim of this study is to investigate in a parametric
fashion, the effect of tip clearance on the mean heat transfer rate
and pressure drop across a given array. Relative performance for
nominal clearances of 0, 6, 12, 18, and 25% are investigated and
discussed.

Experimental Apparatus
A series of three power electronics base plates were used as

the test vehicles to evaluate pin fin performance as a function of
tip clearance. The base plates were commercially manufactured,

composed of an AlSiC metal matrix composite, and formed
into the shape shown in Fig. 2 through a molding process and
high temperature infiltration stage. The base plate and pin fin array
comprise a single, contiguous structure with uniform properties
throughout. The pin fins have a 4.8 degree taper angle from base
to tip to facilitate removal from the mold during manufacturing.
As a result, the pin diameter varies slightly along the length of
the fin.

The three base plates considered here are geometrically identi-
cal except for pin height, which varies from 2 mm to 4 mm.
Correspondingly, non-dimensional length (H/D) ranges from 0.5
to 1.1. A summary of the base plate dimensions and material prop-
erties is provided in Table 1. The base plates were evaluated by
mounting them on an open channel aluminum and Plexiglas hous-
ing as depicted in Fig. 3. The lower section of the housing was
milled from a single piece of aluminum to provide good rigidity
and strength to the assembly. Plexiglas was chosen as the upper
section for its insulating properties and to allow visual access to
the plate. Silicone rubber o-rings sealed the mating faces of the

Fig. 1 Typical shrouded pin fin arrangement; „A… without and
„B… with tip clearance

Fig. 2 AlSiC base plate pin fin array and geometry definitions

Table 1 Array dimensions and material properties

Plate: #1 #2 #3
Wbp ,WA : 0.072, 0.054
Lbp ,LA : 0.106, 0.065

tbp : 0.005
H: 0.002 0.003 0.004

Dew : 0.004 0.004 0.004
Dt : 0.00367 0.0035 0.00333

Dave: 0.00384 0.00375 0.00367
ST : 0.005 0.005 0.005
SL : 0.00433 0.00433 0.00433

H/Dave: 0.52 0.80 1.09
ST /Dave 1.3 1.33 1.36
SL /Dave 1.13 1.15 1.18

N: 15
Pins/Row: 11/major row; 10/minor row

k: 160

Fig. 3 Primary test assembly, side and end cross-sectional views
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base plate and aluminum housing and those of the Plexiglas and
Al housing. A Plexiglas insert sitting atop a silicone sponge gasket
was situated between the tips of the pin fins and the Plexiglas
housing. Four setscrews located at the corners of the insert and
threaded into the body of the upper housing enabled the insert to
be raised and lowered relative to the tips of the pin fins to control
clearance. In the case of zero clearance, the set screws were re-
moved and sufficient gasket material placed under the insert to
insure that when the base plate was bolted onto the housing, the
tips of the pins pressed down onto the insert, compressing the
gasket material, and forcing good physical contact between the
pins and insert across the entire array.

Pressure taps were located directly upstream and downstream
of the main housing section and were ported to an Omega PX771-
100WD1 piezo-resistive differential pressure transducer to mea-
sure pressure drop across the test section. Fiber glass window
screening~7.136.3 mesh/cm; 0.028 cm wire diameter! was situ-
ated between each end section and the adjoining pressure tap sec-
tion to promote a uniform flow field to the pin array, and for better
mixing of the fluid downstream of the base plate to assist in bulk
fluid temperature measurements. Beyond this, no attempt was
made to characterize or condition the flow into the array due to
limitations imposed by o-ring seal geometry.

A copper block with seven embedded cartridge heaters pro-
vided a uniform heat flux to the base plate. The face of the heater
block was undercut so that it came in contact with the base plate
only along the area corresponding to the pin array on the opposite
side~see Fig. 3!. The block was mechanically fastened to the base

plate and housing by machine screws, with thermal joint com-
pound~Thermalloy Inc., Thermalcote II! applied at the heater-to-
base plate interface to minimize contact resistance.

As depicted in Fig. 4, a Lauda WK500 chiller with integral
pump located upstream of the test assembly, provided a continu-
ous flow rate of distilled cooling water at constant temperature
~61°C!. Between the chiller and assembly were a pair of bypass
valves to control flow rate to the test section, a 1mm cartridge
filter to remove any particulates in the flow stream, and a series of
three variable area flow meters,~Blue-White Ind. models
F-44@250/375/376#LH8!, each for a different range and operating
in parallel to measure flow rate through the system. Once the
cooling fluid passed through the outlet section of the test assem-
bly, it was returned directly to the chiller.

A Sorensen DHP200-10 DC power supply provided electrical
power to the heaters. A 1V precision resistor was connected in
series between the power supply and each cartridge heater. The
current through each heater was determined by monitoring the
voltage across the resistor. This combined with the voltage mea-
sured across each heater was used to determine the total electrical
power dissipation within the copper block.

Two thermocouples in the inlet section and three in the outlet
section measured the bulk fluid temperature. Six thermocouples,
as indicated in Fig. 2, were cemented to the base plate endwall
using thermally conductive epoxy~Thermalloy Inc., #4952!. An
additional three thermocouples were embedded into the heater
block itself, and two others were suspended in air to measure
ambient temperature. A Labview based PC data acquisition sys-
tem ~Hewlett Packard 3852A! recorded temperature data.

Test Procedures
Tests were conducted through a nominal Reynolds number

range of 23102 to 13104. Due to a limited pump head capacity
of the chiller, some combinations of pin height and tip clearance
were not tested through the full range. A summary of test ranges is
provided in Table 2.

Each of the three base plates was tested at nominal tip clear-
ances (C) of 0, 6, 12, 18, and 25% of pin fin height. Insert depth
(z), shown in Fig. 3, was measured at nine points on the assembly
using a Mitutoyo series 229 depth micrometer. This depth is the
distance between the lower face of the aluminum housing section
upon which the endwall of the base plate was mated, and the face
of the Plexiglas insert. The difference between this distance and
the height of the pins is the tip clearance. The average of the nine
clearance measurements was taken to be the representative clear-
ance for the plate. These average clearances and the standard de-
viation among the nine measurements are given in Table 3.

Each case was tested at ten flow rates within the given Re range
at a constant nominal inlet temperature of 27°C~61°C!. For each
flow rate, a heat flux of 0.02 to 0.26 W/mm2 was applied, result-
ing in a 3°C to 8°C average base plate temperature rise. During
each test run, half the flow rates were repeated in random order at
a heat flux approximately 10% higher or lower than used initially,
to confirm repeatability of heat transfer results. In addition, 20%
of the cases shown in Table 2 were repeated after completing the

Table 2 Re range covered in testing

C: H/D: 0.5 H/D: 0.8 H/D: 1.1
0 427-10185 260-9980 379-6853
6 327-9370 208-8970 307-5564
12 279-6646 181-6927 260-5300
18 239-6851 319-5777 225-4074
25 205-5868 274-4968 188-3820

Fig. 4 Schematic of closed loop test facility

Table 3 Measured tip clearances

H/D Nominal C

Heat transfer tests Pressure drop tests

6 12 18 25 6 12 18 25

0.5 Avg. C 6.4 12.6 18.4 25.5 6.6 13.0 18.8 25.8
s 60.6 60.5 60.6 60.6 61.1 61.1 60.9 60.9

0.8 Avg. 5.5 11.1 18.2 25.2 6.4 12.6 17.9 24.9
s 60.7 61.2 60.9 60.7 60.2 60.4 60.3 60.4

1.1 Avg. C 6.2 12.2 18.2 27.2 6.2 12.1 18.3 25.1
s 60.6 60.7 61.0 61.5 60.1 60.5 60.3 60.4
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initial test matrix. In each case, the experimental data showed
good repeatability and were consistent with earlier trials.

Pressure drop measurements were conducted separately from
the heat transfer tests. All trials were operated at zero heat flux at
an inlet temperature of 27°C~61°C!. Due to limitations in setup
accuracy, the tip clearances used during pressure measurements
were similar, but not exactly the same as those in the heat transfer
tests. The actual average clearances for the pressure tests are also
shown in Table 3.

Calibration of Heat and Pressure Losses. The test section
as designed, did not completely limit heat transfer to the array
only. The area inside the dotted line of Fig. 2 indicates the wetted
portion of the base plate, part of which lies outside the array itself.
Exposed portions of the aluminum housing section also partici-
pated in heat transfer via forced convection. In addition, conduc-
tion from the heater block to the foundation was to be expected.
To account for these losses and to determine the actual rate of heat
transfer from the pin array itself, two sets of calibration tests were
conducted.

The first set involved operating the assembly dry, with all in-
ternal test assembly surfaces exposed to quiescent air, thereby
producing a relatively adiabatic condition at those surfaces. In
such a configuration, the heat input into the base plate is dissi-
pated by conduction through the foundation, or by natural convec-
tion from the outer walls of the assembly. Tests were conducted
for H/D50.5 through a range of input power levels~0.9–5.2 W!.
At each power level, the test was allowed to run for six hours or
more to insure the system attained a steady state condition. This
provided a quantitative relationship between average heater block
temperature rise and heat lost through conduction and natural con-
vection during subsequent testing.

A second set of tests was conducted to determine the relative
amount of heat dissipated by forced convection from the wetted
surface areas outside of the pin array itself. For this purpose, a flat
aluminum base plate with a relatively non-conducting pin array
was employed. Constructing an exact replica of the tapered cylin-
drical pin fins of the AlSiC base plates was not feasible. There-
fore, an array of diamond shaped pin fins of approximately
equivalent geometry was machined from a Plexiglas block and
attached to the Al plate using silicone rubber adhesive. Since the
thermal conductivity of Plexiglas is three orders of magnitude
lower than AlSiC and Al, convection from the machined array can
be considered negligible in this configuration. The preponderance
of the heat transfer therefore occurs at the wetted surface areas
outside the array while the rest of the assembly experiences a flow
field similar to that experienced when the AlSiC base plate is in
place. The aluminum plate was 6.25 mm thick, compared to the 5
mm thickness of the AlSiC base plate to account for the higher
thermal conductivity of aluminum and maintain a consistent over-
all thermal resistance among the two plates. Calibration trials
were conducted forH/D50.5 at C50%, H/D50.8 at C
512%, andH/D51.1 atC525%.

Like the heat transfer tests, pressure measurements required a
separate set of calibration runs. A smooth flat aluminum plate was
employed to determine the pressure drop inherent in the test as-
sembly itself due to area constrictions and wall friction. Tests
were run for flow areas equivalent to each combination of pin
height and tip clearance.

Data Reduction and Uncertainties
The heat dissipated by the pin fin array itself was calculated as

QA5QH2QL,cond2QL,conv (1)

A least square linear curve fit to the conduction loss calibration
data gave

QL,cond50.242~TH2Tamb! (2)

Conduction losses were between 1 and 2% of total heater power.

Similarly, the forced convection heat loss data were found to be
extremely linear for a given flow rate. The results of these cali-
bration trials were subsequently modeled by

QL,conv5~TH2Tf !tanu2QL,cond (3)

whereu is measured in radians and is the angle the data makes
with the horizontal at a given flow rate when heater block power
dissipation~ordinate! is plotted against its temperature rise~ab-
scissa!. To preclude the need of a separate heat loss calibration
equation for each combination ofH/D, C, andU, a single fifth
order least square polynomial curve fit to the test data was em-
ployed to estimate this angle for all test cases. This approximation
greatly simplified data reduction efforts while introducing a maxi-
mum uncertainty in predicted convection heat loss of 8.3%. This
corresponds to a maximum of 1.2% error in the total array heat
load (QA). Convection losses ranged from 9.7 to 24.1%, with the
vast majority being below 15% of total test power. Full details
regarding the estimation ofQL,cond andQL,conv are to be found in
Moores@19#.

Mean heat transfer from the pin fin array is calculated as:

Nu5
hDave

k
(5)

where the heat transfer coefficient~h! is defined as:

h5
QA

A~Tew2Tf !
(6)

and the area (A) is either the total wetted surface area of the pin
array (Aw) or the projected area of the array (Ap). The represen-
tative fluid temperature (Tf) is estimated based on calorimetry
according to

Tf5Tin1
~QH2QL,cond!

2ṁcp
(7)

To judge the propriety of this approach, an energy balance was
performed on the fluid stream to compare the temperature rise of
the water as measured to that which is expected based on the total
energy imparted to the fluid by the heater. The relative ratio of the
two temperature rises is then defined as

«5
~Tin2Tf !2~Tin2Tout!

Tin2Tf
(8)

The results of the energy balance for all trials are shown in Fig. 5.
In 78% of the cases, the energy balance is within610% while
96% of the data lies within615%. The highest deviations oc-
curred almost exclusively at the low Re range where one would
expect thermal stratification to be the most pronounced and there-
fore lead to nonrepresentative temperature measurements at the
outlet. The results also show that with increasing Reynolds num-

Fig. 5 Energy balance of heat transfer trial data
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ber and the added mixing that occurs, the measured and expected
temperature rises were in very good agreement, thereby support-
ing the given approach to heat loss calibration and data reduction.

Heat transfer data were also processed to account for differ-
ences in fin efficiency to better compare the performance of the
three fin heights. This also facilitates more meaningful compari-
sons between the results of the current study and the literature,
particularly in cases where naphthalene sublimation is employed;
a common technique in pin array studies, which by its nature
produces results corresponding to 100% fin efficiency. Where in-
dicated, the reported data have been prorated to 100% fin effi-
ciency according to the relationship

h1005
h

h
(9)

where the fin efficiencyh is calculated as

h5

E
0

H

Qxdx

QewH
(10)

Qx is the temperature excess at any point along the length of a
tapered pin fin relative to the bulk average fluid temperature as
calculated by~Kraus and Bar-Cohen@20#!:

Qx5
wb

2

wx
b2Qew1

32n2b2

kpDew
2 wbwx

b1Qp f (11)

where

b15K1~wb!I 1~wx!2I 1~wb!K1~wx! (12a)

b25K2~wb!I 1~wx!1I 2~wb!K1~wx! (12b)

To apply this relationship,QA andh are assumed to be uniform
across the entire array, and the contributions of pin fin and end-
wall heat transfer are determined iteratively based on the relation-
ship:

QA5Qew1Qp f5hAewQew1hAp fQewh (13)

whereAew is the wetted endwall surface area within the array,Ap f
is the total wetted area of the pins only, andQew andQp f are the
heat rates dissipated across each of those areas, respectively.

Pressure drop results are reported in terms of friction factor

f 5
DPA

2rVmax
2 N

(14)

whereN is the number of rows in the array.
The pressure drop across the array itself is determined from the

difference between the pressure drop measured with a given base
plate in place (DPbp) and that produced when the flat plate
(DPf p) was installed

DPA5DPbp2DPf p (15)

Both heat transfer and pressure drop results are presented as a
function of Reynolds number~Re!. Many forms of Re have been
used in past studies of shrouded pin fin arrays. Here, to account
for the tip clearance we have adopted a modified form of Re
originally proposed by Zukauskus@21# for the analysis of flow
across tube banks

Re5
VmaxDave

y
(16)

where Vmax is the maximum estimated bulk velocity within the
array based on the minimum cross-sectional flow area along the
channel, including flow area beyond the tips, and is the greater of

Vmax5U
ST~H1C!

~ST~H1C!2DaveH !
(17a)

and

Vmax5U
ST~H1C!

2~SD~H1C!2DaveH !
(17b)

For the nonclearance case, this definition simplifies to the classic
definition of Vmax @21#. With two exceptions, all thermophysical
values employed in data reduction were assessed atTin and based
on Incropera and Dewitt@22#. The density of the distilled water
and the thermal conductivity of the AlSiC base plate were taken to
be constant.

Estimated Uncertainties. The uncertainties in temperature
and pressure measurements were estimated through direct calibra-
tion to be a maximum of 0.17°C and 2% of measured value re-
spectively. Using the method of Kline and McClintock@23# and
assuming uncertainties associated with array and channel dimen-
sions to be negligible, the overall uncertainties inV̇, QH , Re,Nu,
and f were found to be a maximum of 2.6, 1.4, 5.2, 14.3, and
4.5% respectively. The highest uncertainties in heat transfer oc-
curred at the low end of the Reynolds number range~Re,1000!.
Through the majority of the flow range, uncertainties inNu were
in the range of 6–8%.

Results and Discussion
Figure 6 illustrates the effect of tip clearance on heat transfer

for the given pin arrays. Shown is the resulting increase inNup for
each clearance set, relative to the zero clearance case. The data are
presented for a range of flow rates and have not been modified to
account for fin efficiency effects. The Nusselt number is based on

Fig. 6 Relative effect of clearance on Nu p

Journal of Heat Transfer DECEMBER 2003, Vol. 125 Õ 1003

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the projected area of the array, which is constant (3490 mm2)
regardless of clearance or pin height. This form of Nu reflects the
behavior of the overall heat transfer from the array, as would be
experienced by a heat source mounted on the flat side of the base
plate, such as a semiconductor chip.

A large amount of scatter is present in the case ofH/D
50.80, however in general, the trends are consistent across the
three cases. The results show an initial heat transfer enhancement
at low levels of clearance as the pin tips become exposed to the
cooling fluid and provide additional heat transfer area to the array.
However, as the clearance is increased further, the effect of fluid
bypassing the array becomes dominant, and the resulting reduc-
tion in flow rate within the array itself produces lower rates of
relative heat transfer.

For H/D50.5, the heat transfer area increases by 49% when
the tips are exposed. However, the maximum increase in Nup is
only 13% on average, and occurs at 6% clearance, which is the
minimum considered here. ForH/D51.1, the heat transfer area
increases by 26.7% when the tips are exposed, but produces an
average of only 6% maximum increase in Nup. This is due in part
to the fact that the added area is orientated parallel to the flow as
opposed to the majority of the array which is perpendicular to the
flow. It is therefore less effective in heat transfer. The second
factor is of course the reduced flow rate within the array due to the
overall larger flow area when tip clearance is present.

At the highest clearance, the relative heat transfer is lowered to
an average of 94 and 65% forH/D50.5 and 1.1 respectively. The
former is similar to that of Chyu et al.@10# who reported a 1.5%
decrease in heat transfer for 25% clearance. Direct comparisons
are difficult however, due to the differences in geometry between
the array of Chyu and the current study.H/D in Chyu’s array was
nearly equivalent at 1.0, while the pin pitch (S/D) was approxi-
mately 50% larger, meaning Chyu’s pins were spaced much fur-
ther apart. More notably, the pins were square in cross-section and
arranged in an online pattern.

In Fig. 7, Nup is presented as a function of Reynolds number.
Since the chosen form of Re accounts for changes in flow area,
enabling comparison between different clearances on an equiva-
lent flow condition basis, this provides perhaps a truer picture of
the impact of clearance on the array heat transfer behavior for a
given flow condition. Maximum increases in heat transfer are
found to be 23, 19, and 15% forH/D50.5, 0.8, and 1.1 respec-
tively. This is in comparison to 49%, 36%, and 27% increases
respectively in the overall heat transfer area of the arrays when tip

clearance is present. This suggests that the heat transfer rate from
the tip area in these cases is roughly half that of the array as a
whole, on a unit area basis.

Figure 8 depicts Nuw , which is based on the total wetted area
of the pin fin array, rather than the projected area, thereby ac-
counting for the discrete jump in heat transfer area that occurs
between the trials with no tip clearance and those with clearance.
In this form, the non-clearance case produced the highest level of
heat transfer for each base plate, again reflecting the poorer per-
formance of the tip area. In addition, while not ruling out the
occurrence of vortex shedding at the pin tips and other three-
dimensional phenomena that might enhance heat transfer within
the array, the current results suggest that such effects are at most a
secondary influence on overall performance.

To correlate the data for all combinations of pin height and tip
clearance, a nonlinear multiple regression analysis was performed
using NLREG, a shareware curve-fitting program. The correlation
was taken to be of the form

Nuw,1005a0S H

D D a1S C1H

H D a2

Rea3 Pr0.36 (18)

Prandtl number was calculated atTf and typically ranged between
5.4 to 5.7. The exponent of the Prandtl number is assumed to be

Fig. 9 Evaluation of Nu w-100 correlation

Fig. 7 Nu based array projected area
Fig. 8 Nu based on total wetted area of array
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0.36 based on the work of Zukauskus@21#, who found this power
index to be valid for correlating heat transfer in a wide range of
tube bank geometries.

Separate correlations have been developed for the range 102

,Re,103, which is predominantly laminar in nature, and 103

,Re,104, which represents the start of a transitional region from
laminar to fully turbulent flow@21,24#. The correlations are based
on efficiency corrected heat transfer data.

Figure 9 depicts an evaluation of the correlations and the cal-
culated parameters for each region. A considerable amount of
scatter is present, particularly at higher Reynolds numbers, with a
standard deviation of 13.4 and 17.0% for the low and high range
correlations, respectively. Several alternate forms of Re were
considered, but none was found to improve the accuracy of the
correlation.

The general trend is similar to that of Chyu et al.@8#, who
employed the naphthalene sublimation technique to investigate
contributions of pin fin verses endwall heat transfer rates. For a
staggered array ofH/D51, ST /D52.5, SL /D52.5, they corre-
lated the mean heat transfer of the array to

Nu50.320 Re0.583 (19)

within the Re range of 53103 to 2.53104. While Chyu’s work
considered only the nonclearance case, the power index of Re is in
good agreement with that found in the current study.

Array pressure drop has also been correlated assuming a form
similar to that for heat transfer:

f 5a0S H

D D a1S C1H

H D a2

Rea3 (20)

Separate curve fits were developed according to flow region and
are depicted in Fig. 10. The laminar region data correlates poorly,
but the transitional data is somewhat better correlated, with 85%
of the data laying within a625% error band of the reduced cor-
relation curve.

Lastly, employing Eq.~18! and~20!, Fig. 11 illustrates the rela-
tive effect of clearance on the ratio of Nuw / f , which is propor-
tional to the rate of heat transfer per unit of pumping power. The
results suggest that the introduction of clearance has a negative
impact, with the influence being greater in the laminar region than
the transitional region.

Conclusions
The effect of tip clearance on three selected pin fin arrays has

been evaluated. The results show that for arrays of 0.5<H/D
<1.1, increased mean heat transfer and lower overall pressure
drops can be realized by incorporating small amounts of clearance
~,10% of pin height!between the pin tips and the surrounding
shroud. Average improvements of up to 15% for a given flow rate,
and 23% for a given Reynolds number were achieved. The in-
crease in heat transfer rate appears to be primarily due to the
additional surface area that is exposed to the cooling fluid when
clearance is introduced. Any improvements from induced three-
dimensional effects via vortex generation at the tips is apparently
offset by the lower heat transfer efficiency of the tip area as com-
pared to the array as a whole.
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Nomenclature

A 5 area@m2#
b 5 endwall location relative to tip@m#
C 5 tip clearance@percent of H#
cp 5 Specific heat@J/kg-K#
D 5 pin diameter@m#—average diameter when not

subscripted
f 5 flow friction factor @nd#—Eq.~14!.

H 5 pin fin height@m#
h 5 heat transfer coeff.@W/m2 K#
I z 5 modified Bessel function, first kind, orderz @nd#

Kz 5 modified Bessel function, second kind, orderz @nd#
k 5 thermal conductivity@W/m-K#
L 5 length @m#
ṁ 5 mass flow rate@kg/s#
N 5 number of pin rows in array
n 5 @(4h2/Dew

2 k2)(4b21Dew
2 )#1/4 @1/m0.5#

nd 5 non-dimensional
Nu 5 mean array Nusselt number@nd#—Eq.~5!.
Pr 5 Prandtl Number@nd#
Q 5 heat dissipation@W#

Re 5 array Reynolds number@nd#—Eq.~16!.
S 5 center-to-center pin spacing@m#
T 5 average temperature@°C#
t 5 thickness@m#

U 5 bulk mean inlet fluid velocity@m/s# V̇/Ac

V̇ 5 volumetric flow rate@m3/s#
Vmax 5 max. estimated array velocity@m/s#—Eq.~17!.

W 5 width @m#
wx 5 2nx1/2 @nd#

Fig. 10 Correlation of friction factor „f … data

Fig. 11 Relative effect of clearance on heat transfer to pres-
sure ratio
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wb 5 2nb1/2 @nd#
x 5 location along height of pin fin@m#
z 5 insert depth~see Fig. 3!

Greek Symbols

a 5 multiple regression coefficient
b 5 pin efficiency parameter@nd# Eq. ~12!

DP 5 pressure drop@Pa#
« 5 energy balance@percent/100#—Eq.~8!
h 5 pin efficiency@percent/100#—Eq.~10!

Qx 5 temperature excess along pin height relative to bulk
fluid @°C# Eq. ~11!

Qew 5 temperature excess at endwall@°C#
u 5 calibration angle@radians#
r 5 density@997 kg/m3#
s 5 standard deviation@percent of H#
y 5 kinematic viscosity@m2/s#

Subscripts

100 5 corresponding to 100% fin efficiency
A 5 array

amb 5 ambient air
ave 5 average
bp 5 base plate

c 5 cross-section of channel
D 5 diagonal directionSD5@SL

21(ST/2)2#1/2

ew 5 endwall
f 5 fluid

f p 5 flat calibration plate
H 5 heater block
in 5 inlet of test section
L 5 longitudinal direction

L,cond5 losses via conduction and natural convection
L,conv5 losses via forced convection outside array

out 5 outlet of test section
p 5 projected area~ie footprint! of array

p f 5 pin fin
t 5 pin tip

T 5 transverse direction
w 5 wetted area of array
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The Optimum Height of Winglet
Vortex Generators Mounted on
Three-Row Flat Tube Bank Fin
Winglet vortex generators can be used to enhance the heat transfer performance of finned
flat tube bank fin. The effects of the height of vortex generators (VG) on local heat
transfer were studied using the naphthalene sublimation method and the optimum height
of winglet VG are screened by using JF, a dimensionless factor of the larger the better
characteristics. In order to get JF, the local heat transfer coefficient obtained in experi-
ments and a numerical method were used to get the heat transferred from the fin. For the
configurations studied in this paper: for local characteristic, as increasing height of VG,
heat transfer is enhanced, but the mostly enhanced region moves away from the tube wall;
with increasing height of VG to certain degree, the width of enhanced region does not
increase significantly; the effects of VG’s height on span-average Nusselt number (Nu) are
more mixed on fin surface mounted with VGs and its back surface, with increasing height
of VG, in some region heat transfer is worsened, and in other region heat transfer is
enhanced; in real working condition, the heat transferred from fin surface mounted with
VGs is larger than the heat transferred from the other surface of the fin; increasing the
height of VG (H) increases average Nu and friction factor (f ), but with considering the fin
efficiency, there is an optimum H to get best heat transfer performance; the optimum
height of VG is dependent on the thickness of fin and its heat conductivity, for mostly used
fin thickness and material, the optimum height of VG is 0.8 times of net fin spacing.
@DOI: 10.1115/1.1621900#

Keywords: Enhancement, Experimental, Heat Transfer, Mass Transfer, Vortex

Introduction
The finned flat tube bank fin as shown in Fig. 1 is commonly

used as heat exchanger on vehicles. To reduce the size and the
weight of heat exchangers, various fin patterns have been devel-
oped to improve the fin heat transfer performance. The vortex
generators~VGs! can generate developing boundary layers, swirl
and flow destabilization. Various experimental and numerical
studies were carried out, and reviewed by Fiebig@1,2# and Jacobi
et al. @3#.

The capacity of heat enhancement of VGs depends on their
shape and other parameter such as angles of attack. The optimum
geometric parameters of the VG also depend on the geometry of
the flow passage and the flow structure. There are many types of
VG such as delta wing, rectangular wing, delta winglet and rect-
angular winglet. The difference between wing and winglet is on
what edge of wing is attached on the fin surface. When wing’s
trailing edge is attached to the fin we call wing, if wing’s chord is
attached to the fin we call winglet. According to the reports of
Tiggelbeck et al.@4#, the best performance is given by the delta
winglets, closely followed by the rectangular winglets. The wings
give considerably less enhancement than do the winglets. So in
the reported studies delta winglet configurations were further in-
vestigated. Experimental investigation shows that heat transfer en-
hancement by mounted delta winglet VG in finned flat tube bank
is more pronounced than in a finned circular tube bank in Fiebig
et al. @5#. Numerical investigations show that aspect ratio~height
to base length!of delta winglet, 2, provides the best ratio of heat
transfer enhancement to flow loss penalty for a finned one-row
oval tube bank in Chen et al.@6#. It was found that an aspect ratio
variation between 1.5 and 2.0 influenced the global heat transfer
results less than 5%. if other dimensionless parameters were not

changed, see Fiebig@1#. The mostly studied height of delta
winglet VG is net fin spacing because one believes that VGs can
also function as a pitch holder of the fin, but it may not be the case
in real application. So far it seems that there is a shortage of
investigation of the effects of VG height on the heat transfer en-
hancement for a finned flat tube bank.

Recently, analogy between heat and mass transfer has been
used to investigate the local and average heat transfer over a
finned three-row flat tube bank with four delta winglet vortex
generators per tube fin in Wang et al.@7# and with six delta
winglet vortex generators per tube fin in Wang et al.@8#. Several
types of surfaces involved in heat transfer process were consid-
ered. The effects of VG parameters such as height and angle of
attack on heat transfer and pressure drop were investigated. The
local Nu distribution shows that VGs can efficiently enhance the
heat transfer in the region near tube on the fin surface mounted
with VGs. On its back surface the enhancement is also pro-
nounced, but the mostly enhanced region is away from tube wall
with some distance. The difference between the distributions of
heat transfer coefficient on two surfaces of the fin is large. Aver-
age results show that increasing the height of VG increases the
enhancement of heat transfer and pressure drop. The comparison
of heat transfer enhancement with flat tube fin without VGs under
identical mass flow rate, identical pumping power and identical
pressure drop constraints was carried out. Without considering the
efficiency of fin, the results show that the larger the height of VG,
the better the heat transfer performance. This may not be the case
in real working condition, because with increasing the height of
VG, the mostly enhanced region may move away from the tube,
the gain we get for heat transfer enhancement may be less than the
companied penalty of flow loss.

In this paper the effects of height of VG on the local heat
transfer coefficient of a three-row finned flat tube bank, as shown
in Fig. 1, are studied using naphthalene sublimation method. The
larger the better factor,JF in Yun et al.@9# is used as the criteria to
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screen the optimum height of VG. This factor is derived from the
performance evaluation criteria based on area goodness factor,
which has been proposed to compare the thermal and dynamic
performance of heat exchangers. In order to get JF, the experimen-
tal results of local heat transfer coefficient are used and a numeri-
cal method is adopted to obtain the heat transferred from the fin.

Test Apparatus and Experimental Methods
In Fig. 2~a!, the flow passages are presented. Two plates with 6

mm thickness, shown in Fig. 2~b!, were used in the test channel.
We put the measured plates, ‘‘fin surface I’’ and ‘‘fin surface II’’ in
Figs. 2~c! and ~d!, into the void region on two plates such as
shown in Fig. 2~b!, respectively. One of the surfaces of measured
plate was cast out of naphthalene. The naphthalene thickness is
about 3 mm. In actual industrial applications, the VGs are
punched into the fin surface rather than mounted. Due to the ex-
perimental difficulty of using punched VGs, in present study VGs
are mounted on the surface. According to studies of Ref.@2#, the
punched VGs give slightly better performance than the mounted
ones. Due to very small area ratio of VG surface and fin surface
~in this study, it is 2.9%!, this difference in configuration has only
limited effect on the overall results. In order to model the two
sides of the fin, the fin surfaces I and II were arranged face to face
as Fig. 2~a!shows. We used the stakes of 8 mm in width and 5
mm in heights to support the plates and control the net fin spacing
(Tp) near the lateral walls of test section in wind tunnel. VGs
were manufactured from copper plate of 0.8 mm thickness by a
line milling method. Two tubes cast from naphthalene shown in
Fig. 2~e! were put in the regions labeled with B in Fig. 2~a! to
measure the sublimation of tubes. Other tubes and plates did not
participate directly in the mass transfer process. On one cross
section just before the inlet of test elements~Fig. 2~a!! four pres-
sure tips were mounted, as the same, four pressure tips were
mounted on one cross section just after the outlet of test elements.

The flat tube fin geometries and positions of VGs are presented
in Fig. 3. The geometric parameters areS1540 mm, S2
555 mm, b546.3 mm, bVG527.7 mm, anda56.3 mm. Figure
3~a! presents the arrangements of VG pair. In this study, the ge-
ometry of VG is shown in Fig. 3~b!, and the aspect ratio is se-
lected as 2. Three heights of VG,H53, 4, and 5 mm are studied
at u535 deg andTp55 mm. Some non-dimensional parameters
often appeared in other references are:a/b50.136,LpVG54.62,
BpT58, andBpVG55.48.

The experimental method is the naphthalene sublimation tech-
nique via the heat-mass transfer analogy. The VGs were mounted
at the given positions on fin surface I and the backside of fin
surface II by quick-drying glue. Each cast plate was sealed in a
special glass container and placed in a temperature-controlled ex-
perimental room with temperature fluctuation less than60.1°C
for a time period of about 24 hours prior to a test run. Measure-
ments of the surface contour of the naphthalene plates before and

after a test run were made with a sensitive dial gauge with the
resolution of 1mm. The sublimation depth on the plate was mea-
sured on the total surface and a symmetrical mass transfer was
obtained in some pre-test experiments. In the formal experiments,
only half of the fin surfaces I and II were measured~hatched areas

Fig. 1 Schematic view of a finned 3-row flat tube bank with
mounted delta winglet vortex generators

Fig. 2 Experimental setup: „a… flow passages between fins; „b…
plate forming flow passage; „c… fin surface I; „d… fin surface II;
and „e… flat tube cast out of naphthalene.

Fig. 3 Flat tube bank parameters and positions of VGs: „a…
configuration; „b… shape of VG; and „c… positions of 9 labeled
cross-sections.
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in Fig. 2~c! and ~d!! due to symmetry. The total measured points
are 3300 on half of the fin surfaces I or II. The interval of any two
neighboring points is 1 mm in both stream direction~x! and span
direction~y!. There is no naphthalene at the front and rear end of
measured plates. It is very difficult for us to measure the sublima-
tion depth of flat tube due to a more expensive special apparatus is
required. The local measurement was not carried out for flat tubes.
By weighting the tubes before and after running an average mass
transfer coefficient was obtained and then an averaged Nu for flat
tube. A volumetric flow meter was used to measure the airflow
rate with precision of 0.1 m3/h. The temperature of air entering
test section was measured by a precision grade laboratory ther-
mometer, which can be read to 0.1°C. A digital timer was used to
measure the duration of a test run as well as the time required for
setting up the experiment and for executing the surface contour
measurements.

Data Reduction
The local mass sublimation rate per unit area is evaluated from

m85rsdz/dt (1)

Then the local mass transfer coefficienthlocal can be determined
as

hlocal5m8/~rn,w2rn,b! (2)

wherern,w , is determined by using the perfect gas law and the
vapor pressure-temperature relation for naphthalene andrn,b50,
see Goldstein@10#:

rn,w5Pn,w /~RTw! (3)

log Pn,w511.5523765/Tw (4)

The local Sherwood number is defined as:

Shlocal5hlocal•dh /Dnaph (5)

whereDnaph is diffusion of naphthalene anddh the hydraulic di-
ameter of finned tube bank channel. The diffusion of naphthalene
is calculated by@10#

Dnaph50.0681~T/298.10!1.93~1.0133105/Patm!31024 (6)

The definition ofdh in the present study is

dh54~S12a!Tp /~2~S12a!12Tp! (7)

Nulocal is defined as

Nulocal5a local•dh /lair (8)

After obtaining the local and average Sherwood number, the
analogy between heat and mass transfer is employed to determine
the local or average Nusselt number by

Nu5Sh~Pr/Sc!n (9)

Sc is calculated by@10#:

Sc52.28~T/298.10!20.1526 (10)

According to the suggestion of Goldstein@10# and the analysis of
Saboya et al.@11# n50.4 is adopted in this study.

The Reynolds number and the friction factor are defined as

Re5r•umax•dh /m (11)

f 5Dpdh /~Lrumax
2 /2! (12)

whereumax5V/Amin .

The Parameter to Select the Optimum Height of VG
In general, an increase in heat transfer yields an increase in

pressure drop, the trade-off between the increased heat transfer
and the increased pressure drop should be considered. However, it
is difficult to simultaneously evaluate both the heat transfer coef-
ficient of the larger the better and the pressure drop of the smaller

the better. It is known that Colburn factor~j! and friction factor~f !
are the relevant parameters used to characterize the heat transfer
coefficient and the pressure drop, respectively, of a heat ex-
changer. But, a direct comparison on the basis ofj andf factors is
not useful in selecting the optimum heat exchanger, because ifj is
large,f also becomes large. The performance evaluation criterion
based on area goodness factor has been proposed in Yun et al.@9#
to compare the thermal and dynamic performance of heat ex-
changers. The proposed criterion is obtained by comparing a stud-
ied heat exchanger to a reference heat exchanger. From these two
heat exchangers two ratios can be obtained. One is the ratio of the
heat transfer rate per unit temperature difference, per unit surface
area, and the other is the ratio of the friction power dissipated per
unit surface area. A new ratio can be obtained through above-
mentioned two ratios.

The friction power dissipated per unit surface area is

N/A5DpuAfront5S m3

2r2D LAfront

dhA
f S Re

dh
D 3

(13)

From definitiondh54Afront /U, LU5A, we haveLAfront /(dhA)
51.

N/A5S m3

2r2D • f •S Re

dh
D 3

(14)

From definition of the Colburnj factor, j 5aPr2/3/(rcpu), the
heat transfer rate per unit temperature difference, per unit surface
area is

a5S mcp

Pr2/3D • j •S Re

dh
D (15)

The ratio of the heat transfer rate per unit temperature, per unit
area of studied surface or heat exchanger and reference surface or
heat exchanger is

a

aR
5S j

j R
D • ~Re/dh!

~Re/dh!R
(16)

The ratio of the friction power dissipated per unit area of studied
surface or heat exchanger and reference surface or heat exchanger
is

~N/A!

~N/A!R
5S f

f R
D • ~Re/dh!3

~Re/dh!R
3 (17)

Eliminating (Re/dh)/(Re/dh)R in Eqs.~16! and ~17! we have

a/aR

$~N/A!/~N/A!R%1/35
j / j R

~ f / f R!1/3 (18)

Therefore, we defined JF as

JF5
a/aR

$~N/A!/~N/A!R%1/35
j / j R

~ f / f R!1/3 (19)

In real working condition of heat exchanger, the heat transfer
coefficienta is

a5Q/F fDTm (20)

where,Q represents the amount of heat transferred from the fin
surface,DTm indicates the logarithmic mean temperature differ-
ence,F f is the area of the fin surface.JF is a dimensionless factor
of the larger the better characteristics.

From the experimental procedure mentioned above, we can get
the local heat transfer coefficient at constant fin temperature~this
is determined by the analogy between heat and mass transfer used
in present experiments!. In real condition, the temperature is not
constant on the fin surface. In order to determine the heat trans-
ferred from the fin in real condition, the local temperature on the
fin is required. Here we use a numerical method to get the local
temperature on the fin surface. Figure 4~a! shows the model we
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used to determine the heat transferred and temperature of fin sur-
face. The inlet air temperature isTin , the inlet airflow velocity is
um , and the outlet temperature of air isTout . The temperature of
fin surfaces I and II isTw1(x,y) andTw2(x,y), respectively. The
heat transferred from fin surface I and II isQI(x,y) andQII(x,y),
respectively.Tf(x) is the span-averaged bulk temperature of air.
The experimental results of heat transfer coefficient on the fin
surface area1(x,y) and a2(x,y), respectively. The fin surface
temperature is obtained by solving the heat conduction
equation:

lfinS ]2T

]x2 1
]2T

]y2 1
]2T

]z2 D50 (21)

The numerical simulation domain is the region hatched as shown
in Fig. 4~b!. The boundary conditions are: the temperature in the
region where the fin contacts with tube isTtube, and heat conduc-
tion insulating condition is applied to the other surfaces except fin
surfaces I and II. On fin surfaces II and I, the following boundary
condition is used, respectively.

lfin

]T~x,y!

]z U
z50

5a2~x,y!~Tw2~x,y!2Tf~x!! (22)

lfin

]T~x,y!

]z U
z5d

5a1~x,y!~Tw1~x,y!2Tf~x!! (23)

The Tf(x) andTout are calculated using following equations:

Q~x!5E
0

xE
l y

@a1~x,y!$Tw1~x,y!2Tf~x!%

1a2~x,y!$Tw2~x,y!2Tf~x!%#dydx1Qtube~x! (24)

Because we only have the averaged experimental heat transfer
coefficient for flat tube, the assumption that heat transfer coeffi-
cient and the temperature do not vary across the tube is needed.
As for the configuration of this study, the area ratio of flat tube
surface to total heat transfer surface is 11.5%, using of average
instead of local Nu of flat tube will not cause significant difference
to real case.

Tf~x!5Tin1Q~x!/~Acpur! (25)

Tout5Tin1Q~L !/~Acpur! (26)

The DTm is calculated using

DTm5$~Ttube2Tin!2~Ttube2Tout!%/ lnS Ttube2Tin

Ttube2Tout
D (27)

For different height of VG, the heat transfer area of fin surface
does not change. From Eq.~20!, we have followingJF expression.

JF5
j / j R

~ f / f R!1/35
1

~ f / f R!1/3•
Q/DTm

~Q/DTm!R
(28)

The density and heat capacity is determined under the temperature
of (Tin1Tout)/2.

Due to the complex of computation domain, we use the curvi-
linear coordinate system to solve Eq.~6!. The grid system inx-y
plane is shown in Fig. 4~c!. In calculating, the grid size of 165
320310 is used. Three different thickness,dfin50.05, 0.10, 0.15
mm in real geometry are considered, because the scale factor is
2.5 in the model of experiments,dfin50.125, 0.25 and 0.375 mm
are used in calculation. Three different heat conductivities of fin,
lfin550, 100, 390 W/m•K are selected. The convergent solution
is obtained when the relative error of the sum of the heat con-
ducted from tubes and the sum of the heat transferred from fin
surfaces I and II is less than 1023.

Validation of Experimental Method and Uncertainty
A group of test runs for finned flat tube bank without VG en-

hancement was carried out. We compared our results with pub-
lished data obtained at real working conditions of a finned flat
tube bank heat exchanger in Kylikof@12#. Although, the boundary
condition of present experiments is not the same as real working
condition, as shown in Fig. 3 of Wang et al.@7#, the experimental
results are found in good agreement with the published data. The
minimal value can be read for naphthalene depth is 1mm, for one
test running, the smallest sublimation depth of all points measured
is about 33mm, considering nature convection sublimation in pro-
cess of measurement, the uncertainty of sublimation depth is
about 5.2%. The uncertainty of temperature is 0.034% in Kelvin
scale. The uncertainty of time interval is 0.1%. The uncertainty of
the density of naphthalene is 1.1%,pn,m is about 3.5%, consider-
ing the temperature effect, the uncertainty ofrn,m is 4.03%, and
Dnaph is about 4.1%. The uncertainties of other data such as Sh or
hlocal were estimated by a single sample theory of Moffart@13#.
From this theory the uncertainties ofhlocal , a local , Sh, and Nu are
4.0, 4.0, 5.8, 5.9, and 5.9 percent, respectively. In average experi-
ments at smallest Reynolds number case, the uncertainty off is
7.1%. For the Reynolds number the local measurements were car-
ried out, the uncertainty off is about 2.3%.

In order to estimate the uncertainty ofJF, the uncertainty of
Q/DTm is necessary, in this case we have to conduct some nu-
merical simulations. In simulations, we considered one normal
case and one worst case. For normal case, we used experimental
results of local heat transfer coefficient, for the worst-case local
experimental heat transfer coefficient~at all measured points!in-
creased by14.0%. The numerical simulation results found that
the uncertainty ofQ/DTm is about 1.6%. According to the single
sample theory of Moffart@13# The uncertainty ofJF is

dJF

JF
5AH d~Q/DTm!

~Q/DTm! J 2

1H d~Q/DTm!R

~Q/DTm!R
J 2

1
1

9 H d f

f J 2

1
1

9 H d f R

f R
J 2

5A~1.6%!21~1.6%!21~2.3%!2/91~2.3%!2/952.5%

Fig. 4 Numerical model to get the heat transferred from fin: „a…
channel of simulation model; „b… domain of simulation; and „c…
grid system.
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The heat transfer boundary condition analogy to the mass trans-
fer boundary condition of this study is constant temperature. In
heat transfer case, all surface are active heat transfer surface, in
mass transfer experiments there were some surfaces such as front
and rear end surfaces of the fin, and surfaces of VGs, which were
not covered with naphthalene. The corresponding area ratios to
total active surface are 0.2%, 2.9% for front or rear end surfaces
and VG surfaces, respectively. Due to the small area ratio, it is
reasonable to assume that without covering of naphthalene on
these surfaces the effects on overall heat/mass transfer or thermal
boundary layer are negligible. Furthermore, the start point of mass
transfer boundary layer and the velocity layer is not the same
point; this is not the case in real heat exchanger configuration.
Large difference will come from the inlet effects on heat/transfer
case if the test element length in stream direction is small. As for
the configuration of this study,Tp /L (covered by naphthalene)
533, so the inlet effect on overall results is very limited. For local
heat transfer coefficient near inlet the experimental value will be
lower than for real case, for which developing of velocity and
thermal boundary layers starts at the same point. If all compari-
sons and evaluations were carried out for the same basic configu-
ration as for the referenced one, the results ofJF will be less
affected by different start points of velocity and thermal boundary
layers.

Results and Discussion

The Effect of Height of VG on Local Nu Distribution. Fig-
ure 5 shows the local Nu distribution on fin surface II for different
H. Without VGs, Nu on fin surface has large values in aU-shaped
band around tube, especially in the stagnation region as shown in
Fig. 5~a!. With VGs, forH53 mm (H/Tp50.6), VGs increase
the Nu in a narrow region beside every tube row. Along the first
tube row the enhancement of Nu is weaker than along the other
two rows of tubes. With increasingH, the enhancement of heat
transfer is intensified. In Fig. 5~d!, there are some points at which
Nu is large. These points correspond to the highest tips of VGs.
Even thoughH is larger, the Nu along the first tube row is relative
small, especially in the region between the first and the second

VG pairs. It seems that the oncoming vortices contribute to the
enhancement of heat transfer downstream on this surface. The
common characteristics of Figs. 5~b! to ~d! are that the regions
with large Nu are located beside tubes, between the enhanced
region and tube there is a region with small Nu.

Figure 6 shows Nu distribution on fin surface I for differentH.
The measurements for the no VG case for fin surface I were also
obtained, but are identical to those for fin surface II to within 4%
for averaged Nu. WhenH is small, the width of the mostly en-
hanced region is small as shown in Fig. 6~a!. From Figs. 6~b!and
~c!, it is showed that whenH is greater than 4 mm the width of
mostly enhanced region nearly has no change. This is contrary to
one’s expectation that the width of mostly enhanced region should
increase, because in the experiments the aspect ratio is constant, 2,
whenH increases the base length of VG also increases. From this
figure, it is clear that whenH increases the heat transfer enhance-
ment behind the trailing edge of VG is intensified. Unlike behind
the trailing edge of other VG pairs, behind the trailing edge of the
first VG pair of the second and the third rows of tubes there is no
distinct enhanced region. The common characteristic of Figs. 6~a!
to ~c! is that the regions with large Nu are located near the tubes.

Figure 7 presents the local distribution of NuVG /Nu0 on the fin
surface II at 9 span-cross sections labeled in Fig. 3~c!. NuVG /Nu0
at the sections 1, 2, and 3 along the first tube row is smaller than
at the periodically corresponding sections of the second and the
third rows of tubes. Along the first tube row, with increasingH,
NuVG /Nu0 becomes larger and the width of enhanced region in-
creases. The largest NuVG /Nu0 occurred at section 3 with a value
of 3 for H55 mm at position 2.4S1 . As shown at sections 4
through 6, the width of enhanced region increases asH increasing
from 3 mm to 4 mm, but it is nearly the same whenH is greater
than 4 mm. At section 4, NuVG /Nu0 is almost the same forH
54 mm and 5 mm with a largest value of 4.3 at position of
0.33S1 , but the peak value forH53 mm is only about 2.5 at
position of 0.3S1 . For sections 7 through 9, the width of enhanced
region and NuVG /Nu0 are nearly the same forH53 mm and 4
mm, but are smaller than that forH55 mm. The largest
NuVG /Nu0 is about 4.5 at section 7 forH55 mm at position of
0.17S1 . From this figure, we see that as increasingH, NuVG /Nu0
increases, but the mostly enhanced region will move away from
the tube wall. The increase of the average NuVG /Nu0 does not
necessary mean that we can get more heat transfer from the fin
surfaces with reasonable flow loss penalty, if the temperature dif-
ference on fin surface is taken into consideration.

Figure 8 shows the local distribution of the NuVG /Nu0 on fin

Fig. 5 Comparison of local Nu distribution on fin surface II: „a…
without VGs, Re Ä1797; „b… with VGs, ReÄ1853, HÄ3 mm; „c…
with VGs, ReÄ1836, HÄ4 mm; and „d… with VGs, ReÄ1796,
HÄ5 mm.

Fig. 6 Comparison of local Nu distribution on fin surface I: „a…
with VGs, ReÄ1853, HÄ3 mm „b… with VGs, ReÄ1836,
HÄ4 mm; and „c… with VGs, ReÄ1796, HÄ5 mm.
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surface I at 9 span-cross sections. At all sections presented, we
can see that with increasing ofH, NuVG /Nu0 increases. The larg-
est value of NuVG /Nu0 is different for different tube row. For the
first tube row the largest NuVG /Nu0 is about 3.6 at section 3 for
H55 mm at position of 0.35S1 . The largest NuVG /Nu0 is about
5.0 and 4.0 for the second and third rows of tubes at section 5 and
section 8, respectively. Comparing the NuVG /Nu0 along every
tube row, its difference is smaller than that along every tube row
on fin surface II. There are two peak values at sections 1 and 2, 4,
and 5, and 7 and 8 forH54 mm and 5 mm. According to the

location of these sections, the peak value near to the wall of the
tube comes from the main vortices generated by VG. The other
comes from the vortices generated by the trailing edge of VG,
although the increase ofH contributes to great increase of these
vortices and the increase of NuVG /Nu0 , from Fig. 6, such en-
hancement only occurred in a very small region. The dependence
of NuVG /Nu0 caused by vortices generated from trailing edge of
VG on H may imply that due to the blockage of VGs, more fluid
will move through the vacancy beside VGs. This will reduce the
strength of main vortices generated by VGs. The enhancement of
NuVG /Nu0 caused by vortices generated from trailing edge will
contribute to the average value of present experimental results, but
may not contribute a lot to the real heat transfer, because the
enhanced region is small and far from the tube wall.

Fig. 7 Effects of H on spanwise local Nu ÕNu0 on fin surface II

Fig. 8 Effects of H on spanwise local Nu ÕNu0 on fin surface I
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For the configurations studied, vortices generated by VGs of the
first tube row have counter-rotating direction to the vortices gen-
erated by VGs of the next tube row. According to the studies made
by Tiggelbeck et al.@14,15# and Chen et al.@6#, the qualitative
flow structure, the number of developing vortices per VG and
their stream wise development are independent of whether the
flow approaching the vortex generator is uniform or vortical.
These phenomena can also be observed in Figs. 5~b! to ~c! indi-
rectly, because there is a similarity in the Nu distribution along
three different tube rows on fin surface I. From Figs. 7 and 8, it is
clear that the span position of peak values of NuVG /Nu0 at three
sections along three rows of tubes changes along stream direction.
It seems that the centerlines of vortex cores beside the tube try to
converge in the wake region of the tube. This displacement is
caused by the lower pressure in the wake regions of tubes due to
the change of cross section area of flow passage.

Effect of Height of VG on Span-Averaged Nu Distribution.
Figure 9 shows the span-averaged Nu distribution in the stream
direction and the comparison with the corresponding Nu of no
enhanced one for the cases ofH53 mm, 4 mm, and 5 mm, re-
spectively. On fin surface I, it can be seen that Nu is enhanced for

all of H at most region except in the beginning region of the first
tube row, where heat transfer is reversed at small region just ahead
the first VG pair. The main reason is that due to flow blockage
caused by the presence of the VG pair, the flow velocity near fin
surface I decreases. From Figs. 9~a! to ~c!, it is clear that with
increasingH, the reversed effect increases. On fin surface I, just
behind every VG pair, there is a peak value of Nu. Along the
second tube row Nu is larger than along other two rows of tubes at
periodical corresponding position, and with increasing height of
VG, Nu increases on this surface. On fin surface II, Nu increases
greatly only further downstream. Along the first tube row, it is
clear that whenH is small, the enhancement of Nu is very limited.
Between the first VG pair and the second VG pair of the tube row,
Nu has almost no increase, see Figs. 9~a! and~b!. It is surprising
that whenH55 mm, Nu is reversed greatly in the region between
the first and the second VG pairs of the first tube row as Fig. 9~c!
shows. Although we cannot get the clear answer to this phenom-
ena duo to the shortage of flow structure information, but the
possible reason may be the great flow blockage caused by the
increase ofH, and most flow will not pass through the space over
the VG, and will pass through the space beside VG. Furthermore,
after flow passes over the VG, due to the abruptly change of the
cross area of flow passage, a recycle flow may form near fin
surface II. For three cases ofH studied, along the first tube row
the Nu on fin surface II is smaller than on fin surface I. With
increasingH, along the second and the third rows of tubes, Nu on
fin surface II becomes larger, and at some region it is larger than
on fin surface I.

Figure 10 presents the comparisons of Nu on fin surfaces I and
II at differentH, respectively. It seems that the effects ofH on Nu
are more mixed on fin surfaces I and II, especially heat transfer
enhancement is dependent on the location. On fin surface II, along
the first tube row, increasingH will not enhance the heat transfer
asx/S2,0.5. When 0.5,x/S2,2, Nu for the case ofH54 mm is
larger than Nu for cases ofH53 mm and 5 mm. Further down-
stream Nu forH55 mm is larger than Nu for cases ofH53 and
4 mm. The more effective improvement of heat transfer occurs in
the region around the second and third rows of tubes. On fin
surface I, whenx/S2,0.25, Nu increases with decreasingH. In

Fig. 9 Comparison of span-averaged Nu on the fin surfaces I
and II at different H

Fig. 10 Effects of H on span-averaged Nu on the fin surfaces I
and II
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the region 0.25,x/S2,1, The Nu for the case ofH54 mm is
larger than for the cases ofH53 and 5 mm. In the regionx/S2
.1, with increasingH, Nu increases. More pronounced enhance-
ment comes around the second row of tube.

Figure 11 presents the average Nu andf at various Reynolds
numbers, Re, for differentH. The Nu was averaged over two flat
tube surfaces and surfaces I and II. It is clear that increasingH

will increase Nu andf. Without considering the fin efficient, so far,
we still cannot determine the optimum height of VG in real work-
ing condition of heat exchanger.

Screening of Optimum Height of VG. As mentioned above,
the numerical method is used to get the heat transferred from fin
surfaces. In the calculation, the inlet temperature of air is set to
40°C and the tube wall temperature is set to 80°C. The airflow
rate is determined through the three values used in local experi-
ments, the average value of Re is 1815. The friction factorf for
VG enhanced tube bank comes from Eqs.~15! and ~16! in Wang
et al. @7#. The experimental result of the friction factor of finned
flat tube bank without VGs atTp55 mm is f 52.98 Re20.483. At
different heat conductivity and fin thickness, the results are
present in the Tables 1–3. In Table 1, the results of referenced heat
transfer exchanger~without VG enhancement! are presented. The
effects of theH on the heat transfer performance are presented in
Tables 2 and 3.

In Table 1, for the finned flat tube bank fin without VG en-
hancement, when heat conductivitylfin5100 W/m•K, the heat
transferred from the fin increases with increasing fin thickness
dfin . For example, the total heat transferred from the fin surface,
Q, is 4.90, 5.54 and 5.82 W fordfin50.05, 0.1 and 0.15 mm
~0.125, 0.250 and 0.375 mm in the Tables!, respectively. For given
lfin anddfin the heat transferred from the different row of tube is
different. As shown in Table 1, fordfin50.1 mm and lfin
5100 W/m•K the heat transferred from half tube of the three
tubes rows is 2.28, 1.87 and 1.39 W, respectively. Whendfin is
constant, with increasinglfin , the heat transferred from the fin
increases, for example, from 4.89 to 6.22 W aslfin changes from
50 to 380 W/m•K. The heat transfer per unit temperature differ-
ence also increases.

The effects of theH on the heat transfer performance of the
finned flat tube bank with VGs are dependent on the fin thickness
and heat conductivity of the fin. The dependence on the thickness
of the fin is presented in Table 2. At constantlfin and smalldfin ,
with increasingH, the JF decreases from 1.005 to 0.98. This
means that the heat transfer performance will become worse when
H.3 mm. The heat transfer coefficient increase does not coun-
terbalance the increase of penalty of flow loss. Whendfin is 0.1
mm and 0.15 mm, with increasingH, theJF firstly increases and
then decreases. For example, ifdfin50.1 mm and lfin

Table 1 Summary of the numerical results of the finned flat tube bank without VG—reference data

dfin
mm

lfin
W/m•K

Tout
°C

Q
W

DTm
°C

Q/DTm
W/°C f

Q1
W

Q2
W

Q3
W

QI
W

0.125 100 53.63 4.90 32.71 0.150 0.0794 1.82 1.74 1.35 2.45
0.250 100 55.41 5.54 31.67 0.175 0.0794 2.28 1.87 1.39 2.77
0.375 100 56.18 5.82 31.21 0.187 0.0794 2.45 1.94 1.43 2.91
0.250 50 53.59 4.89 32.74 0.149 0.0794 1.93 1.70 1.27 2.44
0.250 100 55.41 5.54 31.67 0.175 0.0794 2.28 1.87 1.39 2.77
0.250 380 57.30 6.22 30.53 0.204 0.0794 2.64 2.06 1.53 3.11

Table 2 The effects of the height of VG on the heat transfer performance of the finned flat tube bank VGs—dependence on the
thickness of the fin

H/Tp

dfin
mm

lfin
W/m•K

Tout
°C

Q
W

DTm
°C

Q/DTm
W/°C f JF

Q1
W

Q2
W

Q3
W

QII
W

QI
W

0.6 0.125 100 55.05 5.41 31.89 0.170 0.1137 1.005 2.05 1.90 1.46 2.68 2.73
0.8 0.125 100 55.64 5.62 31.54 0.178 0.1358 0.992 2.08 2.02 1.53 2.71 2.92
1.0 0.125 100 56.00 5.75 31.32 0.184 0.1559 0.980 2.09 2.08 1.59 2.80 2.96
0.6 0.250 100 57.27 6.21 30.56 0.203 0.1137 1.029 2.49 2.13 1.60 3.10 3.11
0.8 0.250 100 58.22 6.55 29.97 0.219 0.1358 1.046 2.64 2.30 1.62 3.18 3.37
1.0 0.250 100 58.62 6.70 29.72 0.225 0.1559 1.026 2.60 2.38 1.72 3.28 3.42
0.6 0.375 100 58.23 6.56 29.97 0.219 0.1137 1.039 2.68 2.22 1.66 3.28 3.27
0.8 0.375 100 59.37 6.97 29.25 0.238 0.1358 1.064 2.86 2.42 1.69 3.40 3.57
1.0 0.375 100 59.78 7.12 28.99 0.245 0.1559 1.046 2.81 2.52 1.80 3.49 3.62

Fig. 11 Effects of H on average Nu and f at different Re
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5100 W/m•K, theJF is 1.029, 1.046 and 1.026 forH53, 4 and
5 mm, respectively. It is clear that there is an optimumH as shown
in Fig. 12. Whendfin50.05 mm, with increasingH, JF decreases
monotonously, with increasingdfin , JF increases at sameH and
the optimumH becomes clear. From Table 2, the heat transferred
from the fin surface II is smaller than the heat transferred from the
fin surface I. For example, whendfin50.1 mm, lfin
5100 W/m•K andH54 mm, QII53.18 W butQI53.37 W.

In Table 3, the effects ofH on the heat transfer performance at
different lfin are presented. At constantdfin and smalllfin , with
increasingH, theJF decreases from 1.012 to 0.981. This phenom-
enon is the same as that for the case with small fin thickness.
When lfin is 100 and 380 W/m•K, with increasingH, the JF
firstly increases and then decreases. Ifdfin50.1 mm andlfin
5380 W/m•K, theJF is 1.052, 1.103, and 1.084 forH53, 4 and
5 mm, respectively. There is an optimumH as shown in Fig. 13.

With considering the fin efficiency, from Figs. 12 and 13, ex-
cept the poor conduction in the fin (lfin550 W/m•K) and very
small fin thickness (dfin50.05 mm), the height of VG,H, has an
optimum value. For the configurations studied in this paper, the
optimumH is 4 mm, corresponding toH/Tp50.8. For very small
fin thickness or very poor conductivity of the fin material, whenH
is greater than 4 mm, the heat transfer performance will become
worse.

For the configurations studied, increase of VG height may not
enhance the heat transfer on fin surface II as shown in Fig. 10,
especially around the second tube row. From Fig. 10~a! it is clear
that on fin surface II Nu around the second tube forH55 mm is
a bit lower than Nu forH54 mm. As stated before this phenom-

enon may come from the interactions of vortices generated by
VGs located around upstream tube row and VGs located around
next tube row due to the vortices generated by these VGs located
at different locations have counter-rotating direction. The interac-
tions of these vortices will decrease the intensity of heat transfer
enhancement. Increase ofH will make the interactions of vortices
more intensifying. On fin surface I, development of vortices in
stream direction is independent of whether the flow approaching
VG is uniform or vortical, so the heat transfer enhancement in-
creases with increasingH. But on fin surfaces I and II, with in-
crease of VG height the largely enhanced region will move away
from flat tube wall, after considering of fin efficiency this en-
hancement will become less useful. Based on these reasons, it is
clear that an optimal VG height exists.

SmallJF does not mean that VGs cannot enhance heat transfer.
As it is the general case that if one wants to enhance the heat
transfer, one must spend more things such as power et al. It is
very difficult to counterbalance the gain and the payment. Heat
transfer can be enhanced if we pay more power. As shown in Figs.
12 and 13, for small fin thickness and heat conductivity, evenJF
is small than unit, but from Tables 1–3 the heat~Q! transferred
from the fin surface considered in the manuscript is larger for VGs
than for no VGs. For later two cases, more power is spent due to
the increase of pressure drop. IfJF greater than unit, that means
we really enhance the heat transfer with reasonable payment.

Fig. 12 Effects of fin thickness on optimum H
Fig. 13 Effects of fin materials „heat conductivity … on
optimum H

Table 3 The effects of the height of VG on the heat transfer performance of the finned flat tube bank VGs—dependence on the
heat conductivity of the fin

H/Tp

dfin
mm

lfin
W/m•K

Tout
°C

Q
W

DTm
°C

Q/DTm
W/°C f JF

Q1
W

Q2
W

Q3
W

QII
W

QI
W

0.6 0.250 50 55.04 5.41 31.89 0.170 0.1137 1.012 2.09 1.89 1.44 2.68 2.73
0.8 0.250 50 55.62 5.62 31.55 0.178 0.1358 0.999 2.17 2.00 1.45 2.70 2.92
1.0 0.250 50 55.98 5.75 31.33 0.183 0.1559 0.981 2.17 2.06 1.52 2.79 2.96
0.6 0.250 100 57.27 6.21 30.56 0.203 0.1137 1.029 2.49 2.13 1.60 3.10 3.11
0.8 0.250 100 58.22 6.55 29.97 0.219 0.1358 1.046 2.64 2.30 1.62 3.18 3.37
1.0 0.250 100 58.62 6.70 29.72 0.225 0.1559 1.026 2.60 2.38 1.72 3.28 3.42
0.6 0.250 380 59.61 7.05 29.10 0.242 0.1137 1.052 2.92 2.38 1.76 3.55 3.50
0.8 0.250 380 60.05 7.57 28.18 0.269 0.1358 1.103 3.11 2.63 1.83 3.71 3.86
1.0 0.250 380 61.48 7.73 27.90 0.277 0.1559 1.084 3.05 2.38 1.95 3.80 3.92
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Conclusions
Winglet vortex generators are used to enhance the heat transfer

performance of finned flat tube bank fin. The effects of the height
of VG on local heat transfer are studied using the naphthalene
sublimation method and the optimum height of winglet VG are
screened by usingJF, a dimensionless factor of larger the better
characteristics. In order to getJF, the local heat transfer coeffi-
cient obtained in experiments and a numerical method are used to
get the heat transferred from the fin. As for the configuration
studied in this paper, we get following conclusions:

1! For local characteristic, as increasingH, NuVG /Nu0 in-
creases, but the mostly enhanced region moves away from the
tube wall.

2! With increasingH to certain degree, the width of enhanced
region does not increase significantly.

3! The effects ofH on span-averaged Nu are more mixed on fin
surfaces I and II, and are dependent on the location. In real work-
ing condition, the heat transferred from fin surface I is larger than
the heat transferred from fin surface II.

4! The average experimental results show that increasingH
increases Nu andf, but with considering the fin efficiency, there is
an optimumH to get best heat transfer performance.

5! The optimumH is dependent on the thickness of fin and its
heat conductivity. For mostly used fin thickness and conduction,
the optimumH is 4 mm, that isH/Tp50.8.
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Nomenclature

A 5 heat transfer surface area@m2#
Afront 5 cross section area of flow passage@m2#
Amim 5 minimum cross section area of flow passage@m2#

a 5 width of flat tube@m#
b 5 length of flat tube@m#

bVG 5 lateral pitch of vortex generator@m#
BpT 5 lateral pitch of flat tube:BpT5S1 /Tp

BpVG 5 lateral pitch of vortex generators: BpVG5bVG /Tp
dh 5 hydraulic diameter of flow channel@m#

Dnath 5 diffusion of naphthalene@m2/s#
f 5 friction factor: f 5Dpdh /(Lrumax

2 /2)
h 5 mass transfer coefficient@m/s#
H 5 height of winglet type vortex generators@m#
j 5 Colburn factor@-#

JF 5 a dimensionless ratio,
JF5 j / j R /( f / f R)1/351/( f / f R)1/3

•Q/DTm /(Q/DTm!R
@-#

L 5 streamwise length of fin@m#
LPVG 5 longitudinal pitch of vortex generators divided by fin

spacing:LpVG5 l VG /Tp
l VG 5 pitch of in-line vortex generators@m#

m 5 mass@kg#
m8 5 mass sublimation rate of naphthalene@kg/m2

•s#
N 5 friction power dissipated~W!

Nu 5 Nusselt number: Nu5adh /l
P 5 pressure of naphthalene vapor@Pa#
p 5 non-dimensional pitch of in-line vortex generators:p

5 l VG /S2
Pr 5 Prandlt number@-#
Q 5 heat transfer rate@W#
R 5 universal gas constant@m2/s2

•K#
Re 5 Reynolds number: Re5r•umax•dh /m
S1 5 transversal pitch between flat tubes@m#
S2 5 longitudinal pitch between flat tubes@m#
Sc 5 Schmidt number@-#

Sh 5 Sherwood number:Sh5hdh /Dnaph
Tp 5 fin spacing@m#
T 5 temperature@K#

umax 5 maximum velocity@m/s#
u 5 average velocity of air@m/s#
V 5 volume flow rate of air@m3/s#

x, y, z 5 coordinates@m#
z 5 sublimation depth@m#

Greeks

a 5 heat transfer coefficient@W/m2
•K#

l 5 heat conductivity@W/m•K#
m 5 viscosity @kg/m2

•s#
r 5 density@kg/m3#
u 5 attack angle of vortex generator@°#
t 5 time interval for naphthalene sublimation@s#
d 5 fin thickness, small value or interval

Dp 5 pressure drop@Pa#

Subscript

0 5 without VG enhancement
1, 2, I, II 5 fin surface I, fin surface II, respectively

atm 5 atmosphere
f 5 fluid

local 5 local value
m 5 average

naph 5 naphthalene
n, b 5 naphthalene at bulk flow
n, w 5 naphthalene at wall
VG 5 with VG enhancement

w 5 wall or fin surface
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Use of an Inverse Method to
Determine Natural Convection
Heat Transfer Coefficients in
Unsteady State
The purpose of this study is to evaluate the efficiency of an inverse method to determine
the variation of convective heat transfer coefficients in the unsteady state inside building
enclosures. The experimental system is mainly composed of a vertical, heated, flat plate
where natural convection heat flow is generated and of a radiative source which can
impose a known flux condition. The inverse method calculates the total heat flux by
conduction along the vertical flat plate, together with surface temperatures. Subtracting
the local contribution of the radiative heat flux from the total heat flux gives the average
convective heat flux at different heights of the plate. For various boundary conditions, it
is then possible to determine the values of the convective heat exchange coefficients.
Uncertainty calculations relative to these results confirm the reliability of the inverse
method developed.@DOI: 10.1115/1.1597611#

Keywords: Heat Transfer, Inverse, Natural Convection, Optimization, Unsteady

1 Introduction
The common approach for modeling internal surface convec-

tion is to employ the convective heat transfer relation Eq~1!.

qcv5hcv3~Tsurf2Tair! (1)

This treats the room air as uniform and characterizes surface
convection by a convection coefficient (hCV) and by the tempera-
ture difference between room air (Tair) and the solid surface
(Tsurf). Note that, for thermal balance applications, the surface
temperature is also assumed to be uniform. In this manner the
surface convective term enters the energy balance of both the
room air volume and the internal surface. Generally speaking,
convection heat transfer can vary from surface to surface in the
building, as well as with time, depending on local air flow pat-
terns. That is to say that several convection regimes depending on
various conditions~type of flow, operational states of equipment,
external weather conditions, etc.! are commonly encountered in
buildings.

This is the case for glazed spaces, such as verandas or atria,
which have become a common feature in architecture. This type
of space with great volumes is generally not heated. As the tem-
perature varies freely, such volumes are more difficult to simulate
than heated spaces. One of the difficulties encountered comes
from the variations in the surface heat exchange coefficients due
to the incoming radiative energy and particularly to direct beam
radiation. To study this problem, several models have been devel-
oped in our laboratory@1,2#. These models can accurately deter-
mine the location and the flux density of the sun patch inside a
dwelling even for complex enclosures. The intention of the
present study is to evaluate the impact of the sun patch on the
convective heat transfer value, Fig. 1. In our laboratory natural
convection in building enclosures has been studied over many
years using direct experimental approaches. The method for this
type of study consists of measuring the temperature of the bound-
ary layer with a very fine thermocouple@3–5#, see Fig. 2. The
temperature variation~slope!very near the surface studied leads

to a knowledge of the convective heat flux. Nevertheless, this type
of heat transfer determination can also be subject to measurement
errors and needs corrections@6#.

Furthermore, this experimental method is not suitable for high
fluxes such as those a direct beam can produce on thermocouple
measurements. Consequently, the authors proposed to determine
the convective heat transfer by a nondirect approach based on the
use of an inverse method. Initial research work on this subject was
carried out for the steady state by Cuniasse–Languans@7#. For
various boundary conditions, the results obtained by the inverse
method were validated by comparison both with an experimental
method~direct method!, Fig. 2, and with a relation from the lit-
erature~theoretical method!, @8#.

The results show that the inverse method is pertinent. However,
as it is also subject to measurement errors, it must be constructed
very carefully.

2 Experimental Setup

2.1 Description. The experimental setup mainly consisted
of a uniformly heated vertical flat plate called ‘‘the active plate’’
throughout this study, and a light source.

The active plate was located in a small, open enclosure, Fig. 3,
to avoid the influence of external turbulence~door openings,
movements of persons! on the development of the boundary layer.

Two openings of small dimensions were made in this enclosure.
The first opening, at the bottom of the active plate, created a
leading hedge for the development of convection exchanges. The
second, located at the top of the enclosure, was necessary to
evacuate the heat coming from the active plate.

The dimensions of the active plate were: 1 meter height, 0.30
meter width and 0.008 meter thickness~resin only!. It consisted,
from the back face to the front face, of the following components,
Fig. 4.

• A synthetic insulation material on all sides, except the front
face of the plate, to provide adiabatic conditions.

• A heat exchanger with hot water circulating at a defined
temperature.

• A copper plate to ensure uniform temperatures. On it were
fixed several thermocouples allowing us to know the bound-
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ary condition imposed at the back face of the resin. The range
of variation of the temperatures measured by these sensors
was lower than60.25 K around an average value for all the
configurations studied.

• A synthetic material, a bi-component resin commercially
available under the name of ‘‘Scotch weld23524 B/A’’. In-

side that material, K type thermocouples with a 0.08 mm
mean diameter and a thermal accuracy of60.15 K were bur-
ied 0.5 mm below the surface.

A light source was built during this experimentation. It con-
sisted of an insulated box made of aluminum in which several
short infrared lamps were located, Fig. 5.

The surface temperatures of the protection enclosure were also
measured so that radiative exchanges could be calculated. It
should be noted that surfaces having high emissivity~«.0.9!were
chosen in order to correspond to those classically encountered in
building enclosures.

2.2 Optimization. Preliminary studies were necessary to
optimize both the choice of the front face material and also the
location of the thermocouples inside it. This was done by succes-
sive numerical trials in the steady state~imposed temperature at
the back face of the resin only!and unsteady state~imposed flux
condition at the front face of the resin! and using the fictitious
enclosure method@9#, see Appendix A. This work allowed us to
determine the sensitivity coefficientsXi j which are included in the
sensitivity coefficient matrixX. With these values it is easy to
calculate the criterion proposed by Blanc@10#.

Fig. 1 Study of the impact of the solar patch on the convective
heat transfer

Fig. 2 Principle of the direct method

Fig. 3 Enclosure diagram in perspective

Fig. 4 Vertical section of the active plate

Fig. 5 Diagram of the radiative heat source
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This criterion is based on a quantity called the normalized ratio
of representation, which is defined as follows Eq.~2!.

t̄5
t j

tmax
(2)

where

t j5(
i 51

m

Xi j for j 51 to n

tmax5Max~t j ! with 1< j <n

This normalized representation ratio allows the sensitivity of
the sensor to a flux density to be determined according to the
location where it is used. It must satisfy the relationship~3!.

; j , 0.75<t̄<1 (3)

In fact, it is interesting to obtain high, uniform values of the
normalized representation ratio. This generally leads to the sen-
sors being placed as close as possible to the surface of the mate-
rial. But for the proposed study we also had to use materials
which are encountered in the real situations at wall surfaces. For
that we studied several types of inside surface materials, such as
plaster, wood or insulation materials. We finally chose a synthetic
resin with thermophysical properties suitable for the planned stud-
ies, Table 1.

This material presents two advantages. First, it has a good in-
sulation coefficient that keeps its sensitivity coefficient values
high. This property is very interesting because it makes the esti-
mation of fluxes less sensitive to measurement errors. Second, its
volumic heat~product of the heat capacity by the density! is suf-
ficient and very similar to that of plaster.

Therefore, the location and the number of thermocouples inside
that material were determined in order to reach high values of the
normalized representation ratio.

The location of the lamps inside the box was also optimized to
obtain a uniformly lighted area and to impose a known flux
boundary condition. Several preliminary numerical studies~not
presented here!were carried out and led to the building of a ra-
diative source able to deliver a variable power in the range 0 to
1600 W•m22 Fig. 6.

All this optimization work is presented in Suleiman’s Ph.D.
thesis@11#.

3 Inverse Identification Method
The inverse identification method developed used a numerical

solution of the direct problem based on a finite volume technique
@12#. It was a three-dimensional model because, for the sun patch
study, we needed to know the temperature distribution inside the
plate in all directions. Therefore, we stated the boundary condi-
tions of our plate in a three-dimensional Cartesian system of co-
ordinates. The mathematical representation is the following, Eq.
~4!.

¦

aS ]2T

]x2
1

]2T

]y2
1

]2T

]z2 D 5
]T

]t

With:

z50, 2l
]T

]zU
z50

5qi
cond

z5~Thickness!T5T1 , ;x,y5known
At:

x50 and x5Width,
]T

]x
50,;y,z

y50 and y5Height,
]T

]y
50,;x,z

(4)

The heat transfer flux is the sum of the radiative and the con-
vective effects, so the inverse problem is linear. Furthermore, the
heat transfer is also a function of the local surface temperature
distribution.

To take these phenomena into account, a linear inverse method
elaborated by Taler@13# was chosen. In this work we took the
following hypotheses:

• The global heat flux arriving at the front face of the plate was
divided inton componentsq1 , q2 , . . . ,qn along theY coor-
dinate, Fig. 7. For the components which received the radia-

Fig. 6 Normalized representation ratio of thermocouples bur-
ied in the resin Fig. 7 Theoretical division of the active plate

Table 1 Thermophysical properties of the resin

Material

Coefficient of
conductivity

~W•m21 K21!
Heat capacity
~J•kg21 K21!

Density
~Kg•m23!

Mean
Emissivity

Resin 0.06 1454 480 0.95
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tive source fluxes we took into account two distinct boundary
conditions: one for the lighted areas the other for the non-
lighted. This was done to determine the variations of tem-
peratures and fluxes due to the irradiation.

• Consequently the convective heat flux was also divided inton
components and, if necessary, in separated areas when receiv-
ing irradiation.

Here, with the following notation for the measured temperature
(Yi for i 51,m) and the computed temperature (Ti for i 51,m)
and withm.n, the aim is to estimateq5q1 , q2 , . . . ,qn for the
lowest deviation betweenYi andTi , that is to say, Eq.~5!:

Ti2Yi'0 for i varying from 1 to m (5)

Supposing that qWk5(q1
k , . . . ,qn

k)T is a first estimation of the
unknown flux, the temperatures are assumed to be continuous
with the heat flux and a serial first order Taylor development,
Beck @14#, gives Eq.~6!:

Ti
k115Ti

k1~q1
k112q1

k!
]Ti

]q1
U

qW5qWk

1 . . . 1~qn
k112qn

k!
]Ti

]qn
U

qW5qWk

(6)

By substituting Eq.~6! into Eq. ~5! and simplifying, we obtain
Eq. ~7!.

(
j 51

n
]Ti~q1 , . . . ,qn!

]qj
U

qW 5qW k

3~qj
k112qj

k!1Ti
k~q1

k , . . . ,qn
k!2Yi

'0 (7)

For i varying from 1 tom, this linear equation system can be
written in matrix form, Eq.~8!.

DT~qW k!•qW k11'DT~qW k!•qW k2T~qW k!1Y (8)

Where:

DT~qW k!5X:X5U ]T1

]q1

]T1

]q2
• •

]T1

]qn

• • • • •

]Tm

]q1
• • •

]Tm

]qn

U
qW 5qW k

is them* n Jacobi matrix ofT(q¢k).
Y and T are them vectors of the discrete measurements and

computed temperatures at the given sensor locations. The terms
]Ti /]qj are the sensitivity coefficientsXi j that we calculate by
progressive differentiation for the resin, Eq.~9!.

]Ti

]qj
'

Ti~qW k1d jeW j !2T~qW k!

d j
(9)

The scalard j is very small in comparison with thejth flux
componentqj

k , andeW j is the jth column of the unit matrix. Two
calculations of the temperature field were necessary to determine
each column of matrix sensitivity coefficients:

• The first one with the flux value~q! for all the components
together.

• The second one with the value (q1dq) for each component
taken separately.

That is to say that, for then components of the plate, the tem-
perature field was calculated (n11) times.

Then we solved the three dimensional unsteady state heat con-
duction equation by a finite volume technique to reach values of
the n components of the unknown flux (qj

k11) j 51, . . . ,n . As this
resolution is an iterative process, it is solved again for these new
flux values until the variation between two calculation steps
reaches a low value, i.e., Eq.~10!.

Uqj
k112qj

k

qj
k U,« for j 51, . . . ,n (10)

The set of Eq.~8! is over-determined. It takes the formAq
5b whereA is a rectangular matrix of dimensionm* n with m
.n. We cannot invert it to reachb. This problem was solved
using the possibility of decomposition into a singular value and
given by the Fortran program SVDCMP from Numerical Recipes
@15#.

The use of the inverse method gives the conductive heat flux
qi

cond arriving at the front face of the plate and the average surface
temperature for each component of the plate. Therefore, before
determining the convective heat fluxqi

cv , it was first necessary to
calculate the radiative heat fluxqi

rad for each component of the
plate. This was done using the classic radiosity method@16#,
which we briefly outline below. If we consider an enclosure com-
posed ofn gray surfaces where

• Sk is thekth surface of the enclosure.
• qo,k is the radiative heat flux per unit area leaving the surface

k. It is called the radiosity and is given by Eq.~11!.

qo,k5«ksTk
41~12«k!qi ,k (11)

qi ,k is the radiative heat flux per unit area arriving on surfacei.
In our case, as all the surface temperatures were known either

by measurement or by simulation, we obtained a set ofn equa-
tions for then surfaces of the enclosure and hence all the values of
qo, j , Eq. ~12!.

(
j 51

n

@dk, j2~12«k!Fk, j #qo, j5«ksTk
4 (12)

wheredk, j51 if k5 j and 0 if kÞ j .
Then, to calculate the convective heat flux densityqi

cv , we
applied the two following relations, corresponding to thermal bal-
ances of components located on the plate front face:

• the first one corresponds to locations outside the lighted area,
Eq. ~13!.

• the second one corresponds to locations inside the lighted
area, Eq.~14!.

qi
cond5qi

cv1qi
rad (13)

qi
cond1a3qlighted5qi

cv1qi
rad (14)

4 Results

4.1 Presentation of the Results. The results concern par-
ticularly the thermocouple temperature variations, the flux varia-
tions and the convective exchange coefficient variations over the
lighted area. For that study the active plate was divided into
twelve components of which four received the radiation, Fig. 8.
Various boundary conditions were tested. They corresponded to: a
light flux density of 166 W•m22 which was applied to the front
face of the resin for 220 seconds; and different temperatures im-
posed at the back face of the resin allowing temperature differ-
encesDT5T̄surf2T̄air within the range 2.7 to 14.7°C.

Figure 9 shows the temperature variations of the thermocouples
with the duration of illumination. During the illumination the
range of temperature varied between 28.5 and 32.5°C for all the
sensors. But two types of thermocouple thermal behaviors may be
distinguished.

The first one corresponds to thermocouples 5 and 6, centrally
located inside the lighted area. These thermocouples present the
greatest amplitude of variation.

The second one is relative to the two thermocouples located at
the limits of the lighted area~bottom or top!. In that case, the
variation amplitudes of the two thermocouples~4 and 7!were
lower. The reason is that the energy emitted by the radiative
source and absorbed by the resin is diffused towards the non-
lighted area.
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Finally, we can see that the thermocouples 7 and 4, which are in
the same situation~close to a non lighted area!, present a small
difference of temperature. This difference comes from the in-
crease of air temperature due to the effects of natural convection.

4.2 Conductive, Convective, and Radiative Variations
We chose experimental conditions that were representative of the
general thermal behavior of the conductive, radiative and convec-
tive fluxes. They were a light flux density of 166 W•m22 and
other conditions indicated above, Table 2

The variations with time of six components are drawn on Figs.
10, 11, and 12. Four were located inside the lighted area~compo-
nents 4, 5, 6, and 7!, the two others~components 1 and 12!being
outside that area, respectively at the bottom and at the top of the
active plate.

Concerning the variation of conductive heat fluxes of the
lighted components~4 to 7! we see, Fig. 10, that they decrease
from the first moments of lighting. This phenomenon corresponds

Fig. 8 Division of the active plate into components and loca-
tion of the thermocouple sensors „•… inside the lighted area

Fig. 9 Experimental temperature variations of thermocouples
located inside the lighted area

Fig. 10 Conductive heat flux variations for 7.4 ËDTË8.3°C

Fig. 11 Radiative heat flux variations for 7.4 ËDTË8.3°C

Fig. 12 Convective heat flux variations for 7.4 ËDTË8.3°C

Table 2 Characteristics of the configuration studied

T̄air
@°C#

T̄sur f
@°C#

DT5T̄sur f2T̄`
@°C# Ḡr 5

bgDTH3

n2

23.7 @31.1–32.0# @7.4–8.3# @8.99– 10.05#3108
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to flux inversions which depend on the component locations.
Then, just after the extinction of the radiative source, the conduc-
tive flux increases rapidly and reaches higher values during heat
restitution because the material had stored heat in the previous
periods.

Note that components 1 and 12, not located in the lighted area,
do not present any significant variation during the lighting period.

Figures 11 and 12 for the radiative and the convective heat
exchanges show, that the variations of components 4, 5, 6, and 7
located inside the lighted area are significant. Nevertheless, if we
compare these two heat exchanges occurring at the solid surface
the following observations can be made.

• The order of variations between the different components of
the lighted area is respected. The central components~5 and
6! of the lighted area present the greatest temperature varia-
tions. For the other two, located in extreme positions~com-
ponents 4 and 7!, the variations are lower. We note again
here, as mentioned in paragraph 4.1, that the energy emitted
by the radiative source and absorbed by the resin is diffused
towards the nonlighted area.

• The amplitudes of variations are different between the two
types of exchanges. Due to the illumination, the convective
heat exchange varies by more than twice its initial value be-
fore lighting. This is the case of the three upper components
located in the lighted area, excepted for component ‘‘qcv4’’.
This may be explained, on the one hand, by heat restitution of
the energy stored in the resin during lighting and, on the other
hand, by the increase in air temperature due to convection
effects from the bottom to the top of the plate.

Finally, if we consider now the two components 1 and 12 not
located in the lighted area, we see that the illumination does not
affect their variation in a significant manner. Nevertheless, a very
slight variation may be observed, certainly due to the beam reflec-
tions of the radiative source inside the enclosure.

4.3 Convective Heat Exchange Coefficient Variations
We present the variations of convective heat exchange coefficients
with time, Figs. 13, 14, 15, and 16. They were calculated using the
convective fluxes given by the inverse method and in terms of the
average temperature differenceDT5T̄surf2T̄air of each compo-
nent. The uncertainty bars were calculated by a Monte-Carlo
method@17#. We indicate the absolute errors on parameters such
as emissivity or view factors and give informations about uncer-
tainty calculations in the Appendix B.

These figures show that the variation of the convective heat
exchange coefficient due to the light source may be high. It varied
more than 50 percent between the two extremes of temperature
mentioned above. This fact was observed for all the configurations
studied.

As was foreseeable, the figures indicate also, that uncertainties
are high for low values of convective heat exchanges. This points
out the weakness of the inverse method for such values.

The values of the coefficients allow us to obtain the different
laws that govern the convective heat exchanges in terms of the
average temperature difference of each componentDT5T̄surf

2T̄air of the lighted area. The laws fitting the calculated results
obtained by the inverse method are as follows, Eq.~15!.

• Component no. 4:hcv51.843~ T̄surf2T̄`!0.33

• Component no. 5:hcv51.753~ T̄surf2T̄`!0.35

(15)

Fig. 13 Convective heat exchange coefficient values for com-
ponent 4

Fig. 14 Convective heat exchange coefficient values for com-
ponent 5

Fig. 15 Convective heat exchange coefficient values for com-
ponent 6

Fig. 16 Convective heat exchange coefficient values for com-
ponent 7
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• Component no. 6:hcv51.913~ T̄surf2T̄`!0.31

• Component no. 7:hcv51.863~ T̄surf2T̄`!0.32

Note that these laws bear a power coefficient varying between
0.31 and 0.35. According to the literature on the subject, e.g.@18#,
this indicates a situation of turbulent flow. But we cannot con-
clude with certainty because, during the lighted period, the
Grashof number varies with the increase of surface temperature
and we may encounter several situations of flow regimes.

Nevertheless, as the temperature differences between all the
components have small values, we determined a general convec-
tive exchange law for the lighted area, Eq.~16!. This law has been
drawn with the lower and the upper limits of errors, Fig. 17,
mentioned before.

hCV51.833~ T̄surf2T̄air!
0.33 (16)

This power law calculated with the results obtained by the in-
verse method may be compared with other laws provided in the
literature by several authors. We have chosen laws corresponding
to surfaces heated at constant temperature and for situations of
vertical surfaces~free plates or included inside enclosures!.

• The first type of law is reported by Roldan@19#. These laws
give the convection heat exchange value in terms of the prod-
uct of the average temperature differenceDT5T̄surf2T̄air by
a constant or their sum. For these relations, there are no in-
dications given about the flow regime. Nevertheless, if we
consider the power exponent affecting the temperature differ-
ence, these two laws correspond to situations of turbulent
flow, Eq. ~17! and Fig. 18.

• hcv51.883~ T̄surf2T̄`!0.32 ~Briss!
(17)

Fig. 17 Convective heat exchange law for the total lighted area

Fig. 18 Comparison of the inverse method law with laws of the first type
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• hcv51.71~ T̄surf2T̄`!0.425 ~Heat!

• The second type of law is reported in the works of Dascali
et al.@20#. These laws are given in terms of the Nusselt num-
ber, from which we can easily calculate the convective ex-
change coefficient, Eq.~18! and Fig. 19.

• Nu50.117Gr0.33 ~ASHRAE!

• Nu50.119Gr0.33 ~Cibs!
(18)

• Nu50.124Gr0.33 ~Ferries!

• Nu50.197Gr0.32 ~Min et al.!

If we consider the uncertainty domain, we can see, Figs. 18 and
19, that several laws are suitable to determine the convective heat
exchanges with the active plate. Nevertheless, as we have seen
before, the uncertainty decreases as the average temperature dif-
ference increases. For larger temperature differences, some laws
of the second type go out of the uncertainty domain and are not
suitable for such an application, Fig. 19. The inverse method ap-
pears more interesting in the case of large natural convection ex-
change coefficients, i.e., for large average temperature differences.
But it can also be used for an approximate estimation of convec-
tive heat exchanges.

5 Conclusion
In this study, an inverse heat conduction method has been built

to estimate convective heat fluxes at the surface of a vertical
heated flat plate subject to natural convection and impacted by
radiation. This method has been compared with various relations
provided by the literature and according to thermophysical prop-
erties of building wall surfaces, particularly for high values of
emissivity.

The results demonstrate the impact of a light source on convec-
tive heat exchanges. This proves that the inverse method is perti-
nent, even if it is subject to considerable uncertainties, particularly
when the convective heat exchanges take weak values. However,
for notable differences of temperature that we may encounter on
surface walls of glazed spaces, this method could be useful.

The different algorithms and models developed in the study are
robust and may be used for other types of applications. We par-

ticularly have in mind industrial processes as thermoforming of
plastic bottles used for mineral water which need higher levels of
temperature.

Nomenclature

a 5 absorptivity
DT(qW k) 5 sensitivity coefficient matrix for thekth

iteration of surface flux
Fk, j 5 view factor between surfacesk and j

g 5 gravitational acceleration~m•s22!
hCV 5 convective heat transfer coefficient

~W•m22°C21!
Gry 5 local Grashof number

q 5 heat flux density~W•m22!
qi

cond 5 conductive heat flux density of theith
component~W•m22!

qi
cv 5 convective heat flux density of theith

component~W•m22!
qlighted 5 light flux density~W•m22!

qi
rad 5 radiative heat flux density of theith

component~W•m22!
qo,k 5 radiosity of thekth surface of the enclo-

sure~W•m22!
qi ,k 5 radiative heat flux arriving on surfacei

of the enclosure~W•m22!
qW k5(q1 . . . qn)T 5 vector of surface flux density

Nuy 5 local Nusselt number
Pr 5 Prandtl number
m 5 number of thermocouple sensors in the

resin
n 5 number of components of the heat flux
t 5 time ~s!

Si 5 ith surface area~m2!
Ti 5 ith numerical temperature~°C!

T5(T1 , . . . Tm)T 5 vector of them numerical temperatures
X 5 sensitivity matrix

Xi j 5]Tj /]qj 5 sensitivity coefficient
X,Y,Z 5 Cartesian coordinate system

Yi 5 ith measured temperature~°C!
Y5(Y1 , . . . Ym)T 5 vector of them measured temperatures

~°C!

Fig. 19 Comparison of the inverse method law with laws of the second type
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Greek Symbols

a 5 thermal diffusivity ~m2
•s21!

b 5 coefficient of volume expansion~K21!
d 5 scalar or symbol of kronecker
« 5 emissivity
n 5 kinematic viscosity~m2

•s21!
s 5 Stefan–Boltzmann constant~W•m22

•K24!
l 5 thermal conductivity~W•m21°C21!
r 5 density~kg•m23!
t̄ 5 normalized ratio of representation

Superscripts

¯ 5 average quantity
( )T 5 transposed quantity

Subscripts

air 5 ambient condition
surf 5 surface quantity

Appendix A
For the optimization of the surface material we used the ficti-

tious enclosure method@9#. We consider that the fictitious enclo-
sure is composed of two surfaces which are~i! the active plate and
~ii! all the other surfaces of the enclosure taken together.

This assumption is valid if:

• The dimensions of the enclosure in the three directions are
not very different; and

• The emissivity is uniform for a given surface

But, the temperature difference between the active plate and the
other surfaces may be significant~e.g. active plate with radiative
emission!.

Then in the steady state we applied the relationqi
cond5qi

cv

1qi
rad and we had have to determined both the convective and the

radiative heat fluxes.

Concerning the Convective Heat Flux

• We used a relation from the literature which was integrated
along the Y coordinate. This relation is the following and has
been presented in@8#:

qi
cv5

K•S b•g

v2 D •l

Y22Y1
~Tsurf2T`!1.25FY2

3/42Y1
3/4

0.75 G
where: ‘‘K’’ is a constant depending on the relation used.

Concerning the Radiative Heat Flux

• We estimated a linearized radiative heat exchange coefficient
‘‘ hr ’’

qi
rad5hr3~Tplate2T̄surf!

with:
Tplate5temperature of the active plate
T̄surf5average temperature of the other surfaces of the
enclosure

A direct simulation allows us to determine the temperature field
inside the active plate and to reach the best representation of the
flux sought. This was done using the criterion of Blanc@10# by
successive numerical trials taking into account the nature and
thickness of the surface material, and the number and location of
sensors inside it.

Appendix B
The uncertainty calculations of the convective heat exchange

coefficients, in unsteady state, were determined from Eq.~14!.

qi
cond1a3qlighted5qi

cv1qi
rad (14)

Note that this expression depends on different parameters that
enter into the thermal balance of the lighted area. Two literal
expressions are necessary to reach this type of result.

The first gives the relative uncertainty on the convective heat
flux.

S DwCV

wCV
D

max

<UDw total1Dw radl1Dwabs

w total1wabs2w rad
U

The second gives the relative uncertainty on the heat exchange
coefficient from the classical heat transfer law by convection.

S Dhcv

hcv
D

max

5AS Dwcv

wcv
D

max

2

22S dT

DTD 2

For these calculations, we took the following parameter uncer-
tainties into account.

The absolute uncertainty on thermocouple accuracy was60.15
K. This type of error occurs in the calculation of the different flux
components and we took this fact into account.

Concerning Conductive Exchanges

• The location error of thermocouples inside the resin was cho-
sen to be 0.1 mm. We assumed that it was equivalent to a
temperature error.

Concerning Radiative Exchanges

• relative error on view factors51% ~from numerical data!
• relative error on emissivity52% ~from experimental data!

Concerning the Radiative Source

The power of the radiative source has been determined by a
specific experiment which is not presented. Consequently, it was
subject to calibration errors which are included in the uncertainty
bars relative to the results given for the convective heat exchange
coefficients.

Generally speaking, these calculations were done using a
Monte Carlo method@17#. For the case of temperature we fol-
lowed the different stages:

1. With the help of a random noise generator and assuming a
Gauss law probability distribution we can draw ‘‘m’’ values
of the random variabled(T) of temperature error.

2. These values were added to numerical temperatures given
by the model to obtain noised temperatures.

3. Finally they were injected into the numerical model to ob-
tain a first evaluation of the total flux componentqi

cond for
example.

Stages 2 and 3 were repeatedN times (N>50) to reach a sta-
tistical evaluation of the uncertainty.
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A Natural Convection Model for
the Rate of Salt Deposition From
Near-Supercritical, Aqueous
Solutions
A model is developed for the rate of salt deposition by natural convection from aqueous
salt solutions onto a horizontal cylinder heated beyond the solubility temperature for the
dissolved salt. The model accounts for the deposition rate at the salt layer-solution inter-
face (SLSI) formed on the cylinder, but it does not account for deposition which may occur
inside the porous salt layer (PSL). Dissolved salt is transported to the SLSI by molecular
diffusion (with advection) and subsequently nucleates heterogeneously there. The model is
applied to the experimental deposition rate data acquired by Hodes et al. (1998, 2002) at
conditions pertinent to Supercritical Water Oxidation (SWCO). The ratio of the predicted
deposition rate to the measured one ranges from roughly 0.5 to 2 indicating that deposi-
tion inside the PSL can be considerable.@DOI: 10.1115/1.1603772#

Keywords: Double Diffusion, Fouling, Heat Transfer, Mass Transfer, Natural Convection

1 Background
Supercritical Water Oxidation~SCWO! is a promising technol-

ogy for the remediation of hazardous organic wastes as discussed
by Shaw et al.@1#. However, scale buildup on reactor surfaces due
to the production of ‘‘sticky’’ salts can be problematic. Research
on phase behavior, heat transfer and salt deposition in supercritical
water ~SCW! has been reviewed by Hodes et al.@2#. The many
reactor designs and operating techniques to control scale buildup
during SCWO have been reviewed by Marrone et al.@3#. Very
few investigators have examined deposition rates under carefully
controlled conditions. For fully developed turbulent flow through
a tubular reactor, Rogak and Teshima@4# measured sodium sulfate
deposition rates and developed a predictive model. Rate data for
deposition from near-supercritical, aqueous, sodium sulfate and
potassium sulfate solutions to a heated cylinder have been ob-
tained by Hodes et al.@5,6#. These data were accompanied by a
simple model for the rate of deposition at the salt layer-solution
interface~SLSI! formed on the heated cylinder and a more rigor-
ous model is developed here.

The visually accessible test section used in the Hodes et al.
experiments@5,6# is shown in Fig. 1 and described in detail by
Hurst et al.@7#. At the system pressure of 250 bar, aqueous salt
solutions preheated to within 3 to 8°C of the salt precipitation
temperature flowed past a 5.08 mm~0.2 in! diameter heated cyl-
inder. 10.61 W of~constant!power supplied to the cylinder in-
creased its surface temperature beyond the solubility temperature
of the salt in solution to drive deposition. Near the end of the
6–12 minute deposition period, the system was purged with ni-
trogen. Due to the difficulty of purging the high pressure~250 bar!
system at elevated temperatures~about 375°C!, it has been esti-
mated that from 5 percent to 20 percent of the mass of salt depos-
ited on the heated cylinder was removed in the process@6#. After
purging, the heated cylinder was removed and the mass of salt
deposited on it measured. It ranged from 0.27 grams to 1.96 grams
and it was measured to within60.02 grams@6#. Natural convec-

tion dominated transport, but a weak cross flow of solution past
the heated cylinder maintained the deposition driving force. Pho-
tographs of the heated cylinder before and after it was inserted
into the cross flow of a 4 wt% aqueous sodium sulfate solution for
about 15 minutes are shown in Fig. 2. The diameter of the SLSI is
circular except in the region where a plume forms on the down-
stream side. A number of factors may contribute to the down-
stream roughness. Firstly, the~forced convective! Reynolds num-
ber based on the SLSI diameter was up to 200 during the
deposition experiments; consequently, the turbulent and three-
dimensional vortices shed in the wake of the~roughly cylindrical!
SLSI could play a role in bump formation. Secondly, the maxi-
mum natural convection Rayleigh number based on the SLSI di-
ameter was about 109, i.e., its transition value, hence there may
have been some turbulence in the plume. Finally, the fluid in the
pores of the PSL is buoyantly unstable on the downstream side of
the plume and could induce secondary flows that could contribute
to bump formation. In the potassium sulfate experiments, the
downstream side of the SLSI is also rough; however, unlike
the sodium sulfate deposits, the potassium sulfate deposits are
dendritic @6#.

The ratio of the measured mass of deposited salt to that pre-
dicted by the Hodes et al.@5,6#model was between about 1 and 4.
Here, many of the assumptions invoked in the previous model are
relaxed. First, the model is no longer restricted to linear solubility
boundaries and allowance is made for the transient nature of the
deposition rate. Moreover, depletion of salt in the bulk solution
surrounding the SLSI is included in the model. Furthermore, the
analogy between heat and mass transfer is not applied and buoy-
ancy forces generated by both temperature and concentration gra-
dients are taken into account. In both models, heat and mass trans-
fer coefficients are calculated from results for a vertical flat plate
geometry and deposition inside the porous salt layer~PSL! is not
considered.

2 Development of the Model

2.1 Introduction. A generic temperature-composition phase
diagram representative of the sodium sulfate-water and potassium
sulfate-water systems at a pressure of 250 bar is shown in Fig. 3.
The solubility line separates a single-phase fluid region from a
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Rm. 1A-323, Murray Hill, NJ 07974, e-mail: hodes@lucent.com
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two-phase (solid salt1fluid) region. Also shown on the generic
solubility diagram are the the trajectories of (T,v) states traversed
by the bulk solution and by the SLSI as salt deposits on the heated
cylinder, wherev represents salt mass fraction. The heat and mass
transfer coefficients relate the heat and mass fluxes at the SLSI to
their respective driving forces as shown. The bulk condition tra-
jectory is qualitative, but it illustrates a number of relevant effects.
Before deposition begins, the salt concentration in the bulk solu-
tion equals that in the inlet stream to the test cell (vbo) and the
temperature of the bulk solution is designated byTbo . At the
onset of deposition, the material capacitance of the test cell is
rapidly depleted~within 1 minute!and state ‘‘e’’ is reached. Be-
tween states ‘‘e’’ and ‘‘f,’’ the concentration of salt in the bulk
solution is further decreased because an increasing bulk solution
temperature results in an increasing deposition rate.~The tempera-
ture of the bulk solution unavoidably drifted upward by about 3°C
during the first 5 to 10 minutes of each run and was stable there-
after @6#.! Once state ‘‘f’’ is attained, bulk temperature no longer
increases. Then deposition rate decreases with time and, thus, bulk
concentration increases. At steady-state conditions~designated by
the subscript̀ !, the salt concentration in the bulk solution equals
that in the inlet stream and there is no deposition.

All of the ~T,v! states traversed by the SLSI are assumed to lie
on the solubility boundary as shown in Fig. 3. The heat flux at the
SLSI decreases with time because its area increases and the heater
power is constant. Thus, the temperature and concentration differ-
ences across the boundary layer driving the natural convection
flow which removes the heat supplied to the heated cylinder de-
crease with time and the SLSI condition moves towards the bulk
solution condition until steady-state conditions are reached. At
steady-state conditions there is heat transfer, but not mass transfer,
between the SLSI and the bulk solution.

2.2 Mass and Energy Balances. Some further assumptions
are given here before deriving the mass and energy balances at the
SLSI. Firstly, diffusion of mass along temperature gradients and
diffusion of energy along concentration gradients, i.e., the Sore´t
and Dufour effects, respectively, which can be important in super-
critical fluids @2#, are not considered. In addition, homogeneous
nucleation is assumed not to occur in the bulk fluid, i.e., dissolved
salt travels to the SLSI exclusively by molecular diffusion~with
advection!and subsequently nucleates. The nucleation model of
Smith et al.@8# predicts that homogeneous nucleation can not oc-

cur in the bulk solution during the experiments and this is sup-
ported by visual observations of deposition. It is further assumed
that, once salt adheres to the SLSI, it can not be removed. The
SLSI is modeled as a vertically oriented flat plate of height equal
to half the circumference of the SLSI as justified in Section 2.3.
Given that the SLSI is circular, except in the region of the plume
as per Fig. 2, its perimeter is assumed to be circular. Finally, the
detailed morphology of the SLSI is not considered.

The equations governing mass and heat transport at the SLSI
are derived from the differential control volume shown in Fig. 4.
Transport at the SLSI has been shown to be a weak function of
azimuthal angle@6#; therefore, all variables are assumed to be
independent ofy. As the PSL thickness increases, aqueous salt
solution is displaced and a salt mass balance at the SLSI yields:

ṁs95~rs2rA!~12f!
dxi

dt
52@rAv1JA,x#, (1)

whereṁs9 is the mass flux of salt deposited at the SLSI,rs is the
density of solid salt,rA is the density of salt in solution,f is the
porosity of the salt layer,xi is the position of the SLSI,JA,x is the
diffusive flux of salt normal to the SLSI, andv is the normal
velocity at the SLSI. The scale analysis discussed in Section 2.3
shows that advective transport of salt to the SLSI is negligible
compared to that by diffusion.1 Hence, it follows from the defini-
tion of the mass transfer coefficient that the salt mass balance
becomes:

ṁs95~rs2rA!~12f!
dxi

dt
5hm~rA,b2rA,i ! (2)

An analogous mass balance on the the water component of the
~binary! solution in the same control volume yields

rB~12f!
dxi

dt
5rBv2JB,x , (3)

whererB is the density of water in solution. Finally, an overall
mass balance at the SLSI yields

~rs2r!~12f!
]L

]t U
x

52rv (4)

An energy balance at the SLSI is also developed using the
control volume in Fig. 4. The rate of accumulation of internal
energy inside the control volume per unit area of the SLSI is
denoted bydU9/dt. Specific internal energy is denoted by the
variableui and has units ofJ/(kg i); andus , uA , anduB repre-
sent the specific internal energy of solid salt, associated ion pairs
of salt in solution and H2O in solution, respectively. The result is

dU9

dt
5@rsus2rAuA2rBuB#~12f!

dxi

dt
(5)

An overall energy balance at the PSL results in Eq. 6, wherehi is
the specific enthalpy of species ‘‘i’’ in solution and has units of
J/(kg i). The first term on the right-hand-side of Eq. 6 accounts
for the power supplied to the heated cylinder. (P9 is the total
power supplied to the heated cylinder per unit area of the SLSI
andh is the fraction of it that enters the PSL. The value ofh was
set equal to 0.90 based on the the heat conduction analysis done
by Hodes@6#.! The next two terms account for the energy fluxes
associated with the mass fluxes of species A and B and flow work.
The last term accounts for heat loss from the SLSI.

dU9

dt
5hP92@rAv1JA,x#hA2@rBv1JB,x#hB2qx9 (6)

1Advection is important, however, to the transport of water at the SLSI@2# be-
cause it is the nondilute component of the fluid.

Fig. 1 Schematic of the test section used in the Hodes et al.
deposition experiments †1,2‡ modeled here
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The net mass diffusive flux in thex-direction equals zero, i.e.,
JA,x52JB,x ; therefore, when taken together, Eqs. 5 and 6 be-
come:

@rsus2rAuA2rBuB#~12f!
dxi

dt

5hP92@rAhA1rBhB#v1JA,x@hB2hA#2qx9 (7)

It is assumed that the specific internal energies of the condensed
phases~solid salt, associated ion pairs of salt in solution and H2O
in solution! equal their respective specific enthalpies in solution
@6#. Then combining the energy, salt mass, and water mass bal-
ances yields:

rs@hs2hA#~12f!
dxi

dt
5hP92qx9 (8)

The quantity (hA2hs) is the ~mass based!heat of dissolution
and it is subsequently denoted byHdiss. ~A negative value for
Hdiss implies endothermic precipitation.! From the definition of
the heat transfer coefficient and the salt mass balance, the energy
balance becomes

hP91S rs

rs2rA
DHdissṁs95h~Ti2Tb! (9)

For the dilute salt concentrations of interest, solution density may
be considered uniform and the termrs /(rs2rA) approximated as
unity. The area available for deposition at the SLSI equals
pDiL(11Di /(4L)), where~L! is the length of the heated cylin-
der, so that the mass and energy balances become

dms

dt
5rsolnhmpDiLS 11

Di

4L D ~vA,b2vA,i ! (10)

hP1
dms

dt
Hdiss5hpDiLS 11

Di

4L D ~Ti2Tb! (11)

where the term (Di /4L) accounts for the area at the tip of the
heated cylinder.

2.3 Double-Diffusive Natural Convection. Double-
diffusive natural convection may result when solution density is
coupled to both temperature and solute concentration. It is the
dominant mode of transport in the deposition experiments@6#. The
mean Nusselt and Sherwood numbers for double-diffusive natural
convective transport from/to an isothermal horizontal cylinder are
functions of the Schmidt number (Sc5n/DAB), the Prandtl num-
ber (Pr5n/a), the Grashof number (GrD), and the dimensionless
group Ñ where:

Fig. 2 Photograph of the 5.08 mm „outer… diameter heated cylinder before inser-
tion into the cross flow of a 4 wt% aqueous sodium sulfate solution and upstream,
downstream and side views of it after about 15 minutes of exposure. „Flow direc-
tion and gravity vector are shown in side view. … †TbÄ356°C,PÄ250 bar, ṁ soln
Ä10.47 gÕmin. ‡
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GrD5
g~b~Ti2Tb!1rsolnb* ~v i2vb!!D3

n2 (12)

Ñ5
b* ~rA,i2rA,b!

b~Ti2Tb!
(13)

The quantitiesb and b* are the thermal expansion and species
expansion coefficients, respectively, as defined by

b52
1

rsoln

]rsoln

]T U
P,rA

(14)

b* 52
1

rsoln

]rsoln

]rA
U

P,T

(15)

Buoyancy forces resulting from both temperature and concen-
tration differences across the boundary layer are included in the
definition of the Grashof number and the dimensionless groupÑ
represents their relative importance. The value ofÑ is about 0.5–
0.75 at the beginning of the sodium sulfate deposition experi-
ments, but it can not be estimated for the potassium sulfate ex-
periments because the required species expansion coefficient data
do not exist@6#. As time increases,Ñ decreases because a smaller
fraction of the total natural convection driving force is provided
by the concentration difference across the boundary layer. At
steady state conditions, the temperature of the SLSI equals the
solubility temperature corresponding to the salt concentration in
the bulk solution and, thus,Ñ equals zero.

Rayleigh Numbers~based on the diameter of the SLSI! for the
present experiments range from 107 to 109. Since transition to
turbulence is well known to occur at RaD.109, the flow may be
assumed to be laminar. Furthermore, the problem may be treated
as quasi-steady because the characteristic velocity in the boundary
layer in the direction normal to the SLSI is much larger than the
velocity at which the SLSI grows radially outward. The former
velocity (V) scales asaRaD** (1/4)/D. At the beginning of the
deposition experiments, RaD is of order 107 and V is of order
1024 m/s; whereas the velocity of the SLSI is of order
5* 1026 m/s, or about 20 times smaller. The characteristic value
of the advective velocity in the boundary layer induced by mass
transfer may be determined by scaling the overall mass balance at
the SLSI~Eq. 4!. It is two orders of magnitude smaller than the
characteristic velocity in the boundary layer normal to the SLSI
@6#; therefore, the effects of mass transfer on the quasi-steady
velocity field in the boundary layer may be ignored.~Alterna-
tively, if the boundary layer is modeled as a stagnant film and a
blowing factor is calculated to correct for the effects of mass
transfer on the quasi-steady velocity field, it is found that the mass
transfer coefficient is changed by less than 1 percent.! Finally,
examination of representative Nusselt number correlations for
natural convection along a vertical flat plate and horizontal cylin-
der shows that both may be applied to either geometry with rea-
sonable accuracy provided that the proper length scale is chosen.
The well accepted correlation of McAdams@9#, for example,
states thatNuL50.59* RaL** 1/4 for 104,RaL,109 and, when
pD/2 is substituted forL in both theNuL and RaL numbers, the
result is thatNuD50.53RaD** 1/4. This compares favorably with
the correlation suggested by Morgan which states thatNuD

50.48RaD** 1/4 for 104,RaL,107 based on a critical review of
the literature@10#. Moreover, the analysis by Lienhard@11# pro-
vides an explanation of why the ratio of Nu/Ra** 1/4 is the same
to within a few percent for laminar natural convection of wholly
immersed bodies in general and suggests that this ratio may be set
equal to 0.52 for all geometries provided the proper length scale is
used. The procedure adopted here has been to use the results for
an isothermal vertical flat plate and to set the plate height equal to
half the perimeter of the cylinder.

Gebhart and Pera@12# provide the local Sherwood and Nusselt
numbers for~laminar! double-diffusive natural convection on a
vertically oriented, isothermal and constant concentration flat
plate as

Shy5F2C̃8~0!

&
GGry

1/4 (16)

Nuy5F2f8~0!

&
GGry

1/4 (17)

where the quantities2C̃8(0) and 2f8(0) are tabulated as a
function of Pr, Sc, andÑ. Gebhart and Pera’s results apply when
the density difference across the boundary layer is small compared
to bulk solution density, i.e.,Drb2 i /rb&0.1, which is true at
conditions of interest@6#. Approximating the SLSI as a vertical

Fig. 3 Temperatures, concentrations and principles relevant
to the deposition rate calculations plotted on a generic solubil-
ity diagram representative of the sodium sulfate-water and po-
tassium sulfate-water systems at a pressure of 250 bar

Fig. 4 Moving differential control volume used to derive the
mass and energy balances at the SLSI
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flat plate of heightpDi /2 in order to estimate the mean Sherwood
and Nusselt numbers, the mass and energy balances become

dm

dt
5KADi

3/4S 11
Di

4L D ~b~Ti2Tb!

1rsolnb* ~v i2vb!!1/4~vb2v i ! (18)

hP1
dm

dt
Hdiss5KBDi

3/4S 11
Di

4L D ~b~Ti2Tb!

1rsolnb* ~v i2vb!!1/4~Ti2Tb! (19)

where

KA50.84216~2C̃8~0!!rsolnDABpLF g

n2G1/4

(20)

KB50.84216~2f8~0!!kpLF g

n2G1/4

(21)

Some care must be exercised when computing the parameters
KA andKB . The thermophysical propertiesrsoln , DAB , k andn
do not change significantly during the deposition period and may
be treated as constants. The parameters2C8(0) and 2f8(0),
however, are functions of Pr, Sc, andÑ. At relevant conditions,
representative values for Pr and Sc are about 1 and 4, respectively,
for aqueous sodium sulfate solutions and 2 and 5, respectively, for
aqueous potassium sulfate solutions@6#. ~These moderate differ-
ences in Pr and Sc do not significantly affect the values of
2C8(0) and2f8(0).) Ñ is about 0.5–0.75 at the beginning of
the sodium sulfate deposition experiments, decreases by about 15
percent during the course of a run and equals zero at steady state.
Conveniently, inspection of the Gebhart and Pera results shows
that both2C8(0) and2f8(0) are relatively weak functions of
Ñ. For example, at Pr equal to 0.7 and Sc equal to 5.0, changing
Ñ from 20.5 to 2 causes2C8(0) and2f8(0) to decrease by
only 19.3 percent and 24.3 percent, respectively. Thus, for the
purposes of calculatingKA and KB , 2C8(0) and 2f8(0) are
assumed constant. Characteristic values for Pr, Sc andÑ are as-
sumed to be 0.7, 5 and 0.5 respectively for all computations. With
these assumptions,2C8(0) and 2f8(0) are equal to 1.11689
and 0.46880, respectively@12#.

2.4 Auxiliary Relationships. Deposition depletes the salt
concentration in the bulk solution; therefore, it does not equal that
in the inlet stream except at steady state conditions. If it is as-
sumed that the bulk solution is perfectly well mixed, the salt con-
centration in the bulk solution equals that in the exit stream which
may be determined from a material balance. Since the material
capacitance of the test cell is negligible@6#, it follows that:

vb5v in2
1

ṁsoln

dm

dt
(22)

Calculation of the deposition rate requires an expression for the
position of the SLSI as a function of the mass of salt deposited.
This can be determined from the Hodes et al.@5# measurements of
the salt layer porosity and the density of the precipitated~solid!
salts. The result is that

Di5ADio
2 1

4m

rspL~12f!
(23)

whereDio is the diameter of the heated cylinder.
At the SLSI, concentration and temperature are related by the

solubility correlations given by Hodes et al.@5# in the form vsat
5 f (Tsat) since the system pressure is constant. Since these corre-
lations are not valid at very low salt concentrations, they predict
negative salt concentrations at sufficiently high temperatures.
When this happens, the salt concentration at the SLSI is set equal
to zero.

2.5 Overall Formulation

2.5.1 Numerical Solution Procedure.The material balance
~Eq. 22!, the relationship between the SLSI diameter and the mass
of salt deposited on the heated cylinder~Eq. 23!, and the solubility
relationships were used to eliminatevb , Di , and v i , respec-
tively, from the mass and energy balances at the SLSI~Eqs. 18
and 19, respectively!. Given the initial condition that the mass of
salt on the heated cylinder equals zero at time equals zero, the
resulting forms of the mass and energy balance equations contain
two unknowns, namelydm/dt andTi . To begin the solution pro-
cess for the mass of salt deposited on the heated cylinder as a
function of time, the mass and energy balances are recast into the
form f (dm/dt,Ti)50 and g(dm/dt,Ti)50 and simultaneously
solved fordm/dt andTi at time equal to zero. Since these equa-
tions are nonlinear in bothdm/dt andTi , an analytical solution
was not possible. The Newton-Raphson procedure was used to
numerically solve fordm/dt and Ti at each time step. The re-
quired Jacobian matrices in the Newton-Raphson method were
computed analytically and are provided by Hodes@2# and the
FORTRAN 77 subroutine by Press et al.@13# was used for all
computations. When either of two convergence criteria were met,
the solution fordm/dt and Ti was considered to be converged.
The first convergence criterion was that the sum of the absolute
values for corrections indm/dt and Ti for a given iteration was
less than 0.0001. The second criterion was that the sum of the
magnitudes of the functionsf (dm/dt,Ti) and g(dm/dt,Ti) in a
given iteration was less than 0.0001. After the values ofdm/dt
andTi were determined at time equal to zero, the mass of salt on
the heated cylinder during the next time step was calculated from
dm/dt and the procedure repeated until steady-state conditions
were reached. The foregoing solution process is subsequently re-
ferred to as the deposition rate formulation~DRF! and it is noted
that it does not contain any adjustable parameters.

2.5.2 Numerical Uncertainty. All computations were per-
formed in single precision with a~uniform! time step of 0.5 sec-
onds. Decreasing the time step to 0.25 seconds in a selected run
produced no discernible difference in the resulting plot of the
mass of salt deposited versus time; therefore, the 0.5 seconds time
step was considered sufficiently small. For a selected set of com-
putations, both of the convergence criteria in the Newton-Raphson
method were reduced from 0.0001 to 1* 1028 and the computa-
tions were performed in double precision. Since there were no
discernible differences in the mass of salt deposited plotted as a
function of time, the former criteria were considered to be suffi-
ciently small.

2.6 Asymptotic Behavior. Since there is no deposition at
steady-state conditions, natural convection is driven exclusively
by the temperature difference between the SLSI and bulk solution.
Thus the energy balance~Eq. 19!becomes:

hP5KBDi`
3/4S 11

Di`

4L Db1/4~Ts2Tb!5/4 (24)

and it may be used to calculate the steady-state SLSI diameter
(Di`). The thermodynamic and transport properties~exceptb*
andDAB! of the solution influenceDi` becauseKB is a function
of 2f8(0) which, in turn, depends on these properties, albeit
often weakly. The variables k,b, Tb , andhP and the solubility
boundary most strongly influenceDi` . The time required to es-
tablish steady-state conditions does not depend on the relevant
variables in the same manner as the steady-state SLSI diameter
and, additionally, it depends onb* and DAB . For example, the
steady-state SLSI diameter is independent of the diffusion coeffi-
cient, but, as shown below, doubling the diffusion coefficient sig-
nificantly decreases the time required to reach steady- state.
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3 Estimation of Solution Properties
Since the temperature difference between the SLSI and the bulk

solution is about 10°C at time equal to zero and monotonically
decreases with time, it is a reasonable approximation to assume
constant solution properties and evaluate them at the film tem-
perature at time equal to zero. This holds even in the vicinity of
the pseudocritical temperature of water~385°C at the system pres-
sure of 250 bar!where the properties are the strongest functions of
temperature@14#. ~250 bar exceeds the critical pressure of H2O by
13.2%, consequently, variations in properties near the critical tem-
perature of pure water~374°C!, despite being large, are far less
dramatic than along the critical isobar.! Estimates of density, ther-
mal expansion coefficient, species expansion coefficient, thermal
diffusivity, binary molecular diffusion coefficient, and heat of dis-
solution of the aqueous salt solutions were possible as described
below. The solutions were approximated as pure H2O and the
NBS Steam Tables@14# were used to determine the remaining
properties. Densities of aqueous sodium sulfate solutions were
computed from the model by Gallagher@15# which applies the
equation of state developed by Anderko and Pitzer@16# for the
NaCl-H2O system above 573 K to the Na2SO4-H2O system based
on available, albeit somewhat sparse, experimental data. Thermal
and species expansion coefficients were computed from these den-
sities. The thermal diffusivity and the binary molecular diffusion
coefficient have not been been measured in the aqueous salt solu-
tions at relevant conditions. However, Butenhoff et al.@17# mea-
sured both in aqueous sodium nitrate solutions at near-
supercritical conditions. The Butenhoff et al.@17# measurements
show that the thermal diffusivities of pure water and aqueous
sodium nitrate solutions are fairly close; therefore, the thermal
diffusivity of pure water was used. The binary molecular diffusion
coefficients of sodium sulfate and potassium sulfate in water at
relevant conditions were assumed to equal 0.25* 1027 m2/sec
based on the Butenhoff et al.@17# data. Estimates for the heat of
dissolution were based on the values reported by Zaytsev@18#
for sodium sulfate and potassium sulfate in water at elevated
temperatures.

4 Results

4.1 Sodium Sulfate. The predicted mass of salt on the
heated cylinder as a function of time for the set of runs in which
the sodium sulfate concentration in the inlet stream was 4 wt% is
shown in Figs. 5 through 8.~Figures 5 and 7 are for the first 15
minutes of deposition and Figs. 6 and 8 extend to steady state.! A
sensitivity analysis on (Hdiss, DAB , b* , Tb , andf! is performed
relative to a baseline case which uses best estimates of all vari-
ables as these are the variables contributing the most uncertainty.
The baseline heat of dissolution is set equal to zero because of the
uncertainties associated with its estimation. The baseline binary
molecular diffusion coefficient is set equal to 0.25* 1027 m2/sec
as discussed above. The baseline species expansion coefficient is
set equal to20.004 m3/kg based on densities determined from the
Gallagher model@15#. The baseline bulk solution temperature is
set equal to that characterizing the end of the runs. Finally, the
baseline porosity is assumed to be 2/3 based on porosity values
measured in the deposition experiments@5,6#. Plots of the mass of
salt on the heated cylinder versus time for the baseline case and
for perturbations in the heat of dissolution and binary molecular
diffusion coefficient are provided in Figs. 5 and 6. The experimen-
tal deposition rate data are shown in Fig. 5. The baseline predic-
tions agreed with the experimental data to within 20 percent when
the concentration of sodium sulfate in the inlet stream was 4 wt%.

Extrapolation of the Zaytsev@18# heat of dissolution values~at
infinite dilution! to the film temperature characterizing the runs in
which the concentration of sodium sulfate in the inlet stream was
4 wt% results in a value of22.24* 106 J/kg. ~Precipitation is
endothermic.!The predicted mass of salt on the heated cylinder
when the heat of dissolution equals 0 and62.24* 106 J/kg is

shown as a function of time in Figs. 5 and 6. Relative to baseline
conditions, for time scales on the order of the duration of the
experiments, increasing the heat of dissolution from 0 to
2.24* 106 J/kg increases the predicted mass of salt deposited by
close to 40 percent and decreasing it from 0 to22.24* 106 J/kg
decreases the mass of salt deposited by about 25 percent. An
exothermic precipitation process~positive heat of dissolution! in-
creases the heat rate at the SLSI byHdissdm/dt. Hence it in-
creases temperature and decreases concentration at the SLSI. This
results in an increase in the deposition driving force and, thus, the
deposition rate. Analogously, for an endothermic precipitation
process the mass of salt on the heated cylinder as a function of

Fig. 5 Measured †1‡ and predicted mass of salt deposited ver-
sus time when the sodium sulfate concentration in the inlet
stream is 4 wt%. Includes sensitivity analysis on Hdiss and DAB

Fig. 6 Predicted mass of salt deposited on the heated cylinder
versus time when the concentration of sodium sulfate in the
inlet stream was 4 wt% extended to steady-state conditions.
Includes sensitivity analysis on Hdiss and DAB .
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time decreases relative to the baseline case. The importance of the
heat of dissolution diminishes with time because the magnitude of
Hdissdm/dt decreases and the mass of salt on the heated cylinder
at steady-state conditions is independent of the heat of dissolution.
Finally, the time required to reach steady-state conditions is a
weak function of the heat of dissolution.

The remaining curves in Figs. 5 and 6 show the effect of dou-
bling the binary molecular diffusion coefficient on the deposition
rate. Although the mass transfer coefficient is roughly propor-
tional to the binary molecular diffusion coefficient, the deposition
rate is not. This is largely because, as the mass transfer coefficient

and deposition rate increase, the depletion of salt in the bulk so-
lution becomes more pronounced and this causes a reduction in
the mass transfer driving force. Doubling the binary diffusion co-
efficient increases the mass of salt on the heated cylinder by about
40 percent for time scales on the order of the duration of the
experiments and steady-state conditions are achieved about 10
percent faster.

Changing the species expansion coefficient from20.004 m3/kg
to zero increases the mass of salt on the heated cylinder as a
function of time as shown in Figs. 7 and 8. This is an example of
weakened transport increasing the deposition rate as elucidated by
Hodes et al.@5#. Changing the species expansion coefficient from
20.004 m3/kg to zero reduces the transport coefficients corre-
sponding to a given temperature difference between the SLSI and
the bulk solution. Thus, a larger temperature difference across the
boundary layer is required to remove the heat at the SLSI. This, in
turn, increases the mass transfer driving force. The net effect of
the reduced mass transfer coefficient and increased mass transfer
driving force is an increased deposition rate. Thus the mass of salt
on the heated cylinder as a function of time increases~albeit by
only a few percent!relative to the baseline case until steady-state
conditions are established as shown in Fig. 8.

The mass of salt on the heated cylinder as a function of time
and at steady-state conditions is strongly influenced by bulk solu-
tion temperature and porosity as shown in Figs. 7 and 8. The bulk
solution temperature at the beginning of the runs in which the
sodium sulfate concentration in the inlet stream was 4 wt% was
355°C and increased to about 357.5°C by the end of each run. The
temperature difference between the SLSI and the bulk solution is
about 10°C during the experiments and it is a modest function of
the bulk solution temperature. However, lowering the bulk solu-
tion temperature from 357.5°C to 355.0°C substantially decreases
the amount by which the SLSI temperature exceeds the solubility
temperature corresponding to the concentration of salt in the bulk
solution. This substantially lowers the mass transfer driving force
and the mass of salt deposited on the heated cylinder as a function
of time. For time scales on the order of the duration experiments,
the predicted mass of salt on the heated cylinder is reduced by a
factor of about 1/3 when the bulk solution temperature is lowered
from 357.5°C to 355.0°C. Decreasing the bulk solution tempera-
ture from 357.5°C to 355.0°C also reduces the mass of salt on the
heated cylinder at steady state conditions from about 38 grams to
about 6 grams, a more than sixfold effect, and drops the time
required to reach steady-state conditions by an order of
magnitude.

When the porosity of the salt layer is increased, less salt mass
corresponds to a given SLSI diameter. The steady state SLSI di-
ameter is independent of porosity; therefore, increasing porosity
reduces the mass of salt on the heated cylinder at steady-state
conditions. Increasing the porosity from 2/3 to 0.85 decreases the
mass of salt on the heated cylinder at steady sate conditions by
about 55 percent and the time required to reach steady state con-
ditions by a factor of about 2/3. However, for time scales on the
order of the duration of the experiments, increasing the porosity
from 2/3 to 0.85 causes the mass of salt on the heated cylinder to
decrease by only slightly more than 10 percent. As salt deposits,
the driving force for deposition (vb2v i) and mass transfer coef-
ficient are reduced, but the area available for deposition increases
and, for time scales on the order of those in the experiments, the
overall effect is modest. The measured porosity in the deposition
experiments ranged from about 60 percent to 80 percent@5#.

The predicted and measured mass of salt deposited on the
heated cylinder for the runs in which the sodium sulfate concen-
tration in the inlet stream was 2, 4, 6, and 8 wt% are plotted
versus time in Fig. 9.~One curve represents the results for the 2
and 4 wt% inlet concentrations as the results are indistinguish-
able.!The amount by which the bulk solution temperature at time
equal to zero was below the solubility temperature corresponding
to the salt concentration in the inlet stream (DTs2bo) monotoni-

Fig. 7 Measured †1‡ and predicted mass of salt deposited ver-
sus time when the concentration of sodium sulfate in the inlet
stream was 4 wt%. Includes sensitivity analysis on TB , b* ,
and f.

Fig. 8 Predicted mass of salt deposited on the heated cylinder
versus time when the concentration of sodium sulfate in the
inlet stream was 4 wt% extended to steady-state conditions.
Includes sensitivity analysis on TB , b* , and f.
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cally increased from 3.8 to 6.4°C as the salt concentration in the
inlet stream increased from 2 to 8 wt%. Despite this fact, the DRF
predicts that the mass of salt on the heated cylinder as a function
of time is essentially independent of the inlet condition as shown
in Fig. 9 for baseline conditions. If the solubility boundary were
linear, increases inDTs2bo with salt concentration would cause
the deposition driving force to substantially decrease. However,
the magnitude of the slope of the solubility curve for the
Na2SO4 /H2O system at 250 bar decreases with increasing salt
concentration and thus the concentration difference corresponding
to a given temperature difference increases with increasing so-
dium sulfate concentration. At baseline conditions, the~initial!
driving force for deposition at the SLSI~bulk salt concentration
minus SLSI salt concentration! equals 1.4, 1.5, 1.5, and 1.6 wt%
for the experiments in which the salt concentration in the inlet
stream was 2, 4, 6, and 8 wt%, respectively.! Thermodynamic and
transport properties also varied with the inlet conditions. The net
effect is that the DRF predicts that the deposition rate is~prag-
matically! independent of the inlet condition for time scales on the
order of the duration of the experiments.

The preceding sensitivity analysis showed that the predicted
deposition rate decreased the most relative to the baseline case if
the bulk solution temperature were lowered to that at the begin-
ning of the run and increased most if the binary molecular diffu-
sion coefficient were doubled. Hence only the bulk solution tem-
perature and binary molecular diffusion coefficient are examined
in the sensitivity analysis for sodium sulfate deposition at different
bulk concentrations. The results are shown in Fig. 9. For each
inlet condition, the deposition rate changes by approximately the
same magnitude when the bulk solution temperature is lowered
from that corresponding to the end of the run to that correspond-
ing to the beginning of the run~about 3°C!and when the binary
molecular diffusion coefficient is doubled. Thus only one set of
curves is included in Fig. 9 to represent the entire sensitivity
analysis. For times on the order of the duration of the experi-
ments, lowering the bulk solution temperature decreases the mass
of salt on the heated cylinder by about 1/3 and doubling the dif-
fusion coefficient increases it by about 40 percent. The data col-
lected at salt concentrations of 2 and 4 wt% in the inlet stream
almost fall within the bounds of the sensitivity envelope. When
the concentration of salt in the inlet stream is 6 wt%, the data are

up to about 25% higher than the envelope boundary and those at 8
wt% are up to about twice the upper bound of the envelope. A
logical explanation for the discrepancy between the predictions
and data is that deposition inside the PSL becomes more impor-
tant as the concentration of salt in the inlet stream increases as
discussed below.

4.2 Potassium Sulfate. The potassium sulfate results are
shown in Fig. 10. Whereas in the sodium sulfate deposition ex-
periments the temperature difference between the solubility tem-
perature corresponding to the salt concentration in the inlet stream
and the bulk solution temperature (DTs2bo) varied, it was held
constant at 7°C in the potassium sulfate deposition experiments
@6#. Moreover, because the solubility boundary is linear for the
potassium sulfate-water system@6#, it might be expected that the
deposition rate at the SLSI should not vary with inlet concentra-
tion. The DRF, however, predicts that the mass of salt on the
heated cylinder as a function of time is a substantial function of
the inlet condition because of variations in thermophysical prop-
erties. For example, the heat capacity of pure water drops from
26.53 to 11.84 kJ/kg between the film temperatures characterizing
the experiments for which the concentration of potassium sulfate
in the inlet stream was 2 wt% and 8 wt%, respectively. Thermo-
physical property variations are more important in the potassium
sulfate experiments than in the sodium sulfate experiments be-
cause potassium sulfate precipitates closer to the pseudocritical
temperature of water at 250 bar.

The sensitivity analysis for the predictions of the potassium
sulfate deposition experiments is provided by Hodes@6#. As with
sodium sulfate deposition, when the concentration of salt in the
inlet stream is 2 and 4 wt%, the data fall almost within the bounds
of the sensitivity analysis. When the concentration of potassium
sulfate is 6 and 8 wt% in the inlet stream, deposition inside the
PSL is again a logical explanation for the discrepancy.

5 Transport Inside the Porous Salt Layer„PSL…
Once salt accumulates on the heated cylinder, the regions sur-

rounding it contain various combinations of solid salt, pure water
and aqueous salt solution as delineated in Fig. 11. Adjacent to the
surface of the heated cylinder a region may exist which contains
solid salt and~essentially!pure water. Solubility data reported by
Rogak and Teshima@2# show that, at a pressure of 250 bar, so-

Fig. 9 Experimental data and predictions for all of the sodium
sulfate deposition experiments. „One curve represents the re-
sults for the 2 and 4 wt% inlet concentrations as the results are
indistinguishable and the same ‘‘envelope boundary’’ pragmati-
cally bounds the predictions for all the experiments. …

Fig. 10 Experimental data and baseline predictions for the po-
tassium sulfate deposition experiments
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dium sulfate becomes essentially insoluble in water for tempera-
tures in excess of the pseudocritical value~385°C!. During the
experiments when the inlet stream concentration of sodium sulfate
was 4 wt%, for example, the surface temperature of the heated
cylinder reached about 390°C@2#; therefore, a mixture of solid
sodium sulfate and~essentially!pure water was present adjacent
to the heated cylinder. Similar arguments may be made for the
potassium sulfate-water system. Beyond the radius at which tem-
perature equals that corresponding to essentially zero salt solubil-
ity, lies a region containing a mixture of solid salt and aqueous
salt solution. This region ends at the SLSI, beyond which solid
salt is no longer present. Beyond the SLSI, the concentration of
salt in solution increases to that in the bulk. The boundary layer
around the SLSI is idealized as a thin annulus in Fig. 11 whereas
the true boundary layer thickness is a~modestly!increasing func-
tion of y and a plume forms towards the top of the cylinder.
Outside the boundary layer region, i.e., in the bulk solution, the
concentration of salt in solution is assumed to be uniform.

An examination of the deposition driving forces present within
the regions surrounding the heated cylinder delineated in Fig. 11
elucidates the importance of deposition within the PSL. The bulk
solution temperature (Tb), the solubility temperature correspond-
ing to the concentration of salt in the bulk solution (Ts), the SLSI
temperature (Ti), the temperature corresponding to zero solubility
(To) and the heated cylinder surface temperature (THC) are
shown on a temperature-composition diagram in Fig. 12 for an
arbitrary set of operating conditions. The driving force for salt
deposition at the SLSI equals the salt concentration in the bulk
solution (vb) minus that at the SLSI (v i) as shown. The driving
force for deposition within the region containing solid salt and
aqueous salt solution is more complex. At the outer boundary of
this region the concentration of salt in solution corresponds to that
at the SLSI,rsolnv i . At the inner boundary of this region, the
concentration of salt in solution equals~essentially!zero. Thus, a
representative mass transfer driving force for this region is simply
v i as shown in Fig. 12. However, the surface area available for
deposition inside the PSL is important, but unknown. The driving
forces for deposition at the SLSI and within the PSL pertain to
two very different types of transport problems. The driving force
for deposition at the SLSI is used to compute the rate of transport
by natural convection. The driving force for deposition inside the

PSL pertains to a volume in which diffusion is probably the domi-
nant transport mechanism. Finally, for the innermost region of the
PSL, the driving force for deposition is~essentially!zero.

The analyses performed earlier suggest that, during all the ex-
periments, the concentration of salt in the bulk solution ap-
proaches that in the inlet stream and the concentration of salt at
the SLSI is about 2 wt% less than that in the bulk solution. Mea-
surements of the heated cylinder surface temperature profile dur-
ing selected deposition experiments show that it reaches or ex-
ceeds the temperature corresponding to zero salt solubility. It
follows that, in general, the driving force for deposition at the
SLSI equals roughly 2 wt% and the deposition driving force in the
PSL equals roughly the inlet stream concentration minus 2 wt%.
For example, in the experiments for which the concentration of
salt in the inlet stream is 4 wt%, the driving forces for mass
transfer to the SLSI (DCb2 i) and within the PSL (DCi 2PSL) are
both approximately 2 wt%. In general, the driving force for depo-
sition at the SLSI is, to a first approximation, independent of the
concentration of salt in the inlet stream, but the driving force for
deposition within the PSL is not. Deposition rates at the SLSI
were computed earlier and compared to experimental data; how-
ever, deposition inside the PSL was neglected. The foregoing dis-
cussion suggests that deposition within the PSL increases with the
concentration of salt in the inlet stream, but the deposition rate at
the SLSI is essentially constant. Hence, it is not surprising that the
deposition rate predictions agreed better with the experimental
data when the concentration of salt in the inlet stream was 2 and 4
wt% than when the concentration of salt in the inlet stream was 6
and 8 wt%. The experimentally measured deposition rate in-
creases monotonically with the concentration of salt in the inlet
stream and this is also consistent with the results of this section.

Throughout this discussion, we have, for simplicity, depicted
the SLSI as though it were a sharp interface. In truth, that cannot
be the case and the porosity must be very high at the edge of the
envelope which contains all of the solid salt. Indeed, there may be
additional natural convection within this highly porous region just
‘‘below’’ the SLSI. It is likely that processes in this region are
similar to those described by others in the context of the solidifi-
cation of metals.~See, for example, Davis@19# or Beckermann
and Viskanta@20#.!

Fig. 11 Idealized boundaries between regions containing vari-
ous combinations of solid salt, pure water and aqueous salt
solution surrounding the heated cylinder

Fig. 12 Driving forces for deposition at the SLSI and in the
PSL
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6 Implications on Scale Control in SCWO
Several techniques developed for scale control during SCWO

rely on periodically removing salts deposited in the reactor. For
example, Modell et al.@21# controlled scale in a tubular reactor by
periodically sending a mechanical device, e.g., a bristle brush or
metal ball, through it to remove deposited salt. Periodic flushing
of SCWO reactors with pure water at a temperature low enough to
redissolve deposited salts is another common technique used to
control scale during SCWO@3#. When applicable, predictive mod-
els for deposition rates in SCW, e.g., that developed here and that
by Rogak and Teshima@4# for turbulent forced convection in a
tubular reactor, are useful in such scale control strategies to deter-
mine how often deposited salts must be removed. An important
implication of the comparison between the current model and ex-
perimental data, however, is that, until predictive models account
for salt deposition in the porous salt layers formed in SCWO
reactors, the models will not be adequate for predicting when the
reactors need to be flushed. This will be especially true with re-
spect to the densification process that may take place within the
PSL after a steady state scale thickness has been achieved. Denser
material would presumably be more resistant to flushing.

7 Conclusions and Recommendations
A model for the rate of salt deposition by double-diffusive natu-

ral convection from aqueous salt solutions onto a cylinder heated
beyond the solubility temperature of the salt in the surrounding
solution has been developed. The model accounts for the deposi-
tion rate at the salt layer-solution interface~SLSI! formed on the
cylinder, but does not account for deposition which may occur
inside the porous salt layer~PSL!. Dissolved salt is transported to
the SLSI by molecular diffusion~with advection! and subse-
quently nucleates heterogeneously there. The model is applied to
the experimental deposition rate data acquired by Hodes et al.
@5,6#. The ratio of the predicted deposition rate to the measured
values ranges from 0.5 to 2 allowing for realistic uncertainties in
the variables input into the model. Omission of deposition inside
the PSL in the model is thought to be largely responsible for the
discrepancy~when present!between the model and the experi-
mental data. Hence, it is recommended that future investigators
focus on experiments and analyses which might elucidate this
process.

Nomenclature

2C̃8 5 dimensionless parameter defined by Eq. 16
DAB 5 binary molecular diffusion coefficient@m2/s#

Di 5 salt layer-solution interface diameter@m#
g 5 acceleration due to gravity@m/s2#

Gr 5 Grashof number
h 5 ~mean!heat transfer coefficient coefficient@W/m2

•K#
h 5 enthalpy@J/kg#

hm 5 ~mean!mass transfer coefficient@m/s#
Ji , j 5 mass diffusive flux of component i in j direction

@kg/m2
•s#

KA 5 constant defined by Eq. 20@kg/~sm3/4!#
KB 5 constant defined by Eq. 21@kgm5/4/~s3 K!#

L 5 length of heated cylinder@m#
m 5 mass of salt on heated cylinder@kg#

ms 5 mass of salt in differential control volume@kg#
ṁs9 5 mass flux of salt deposited at SLSI@kg/m2s#

ṁsoln 5 mass flow rate of solution through test cell@kg/sec#
Ñ 5 dimensionless buoyancy parameter

Nux 5 local Nusselt number
P9 5 heat flux on heated cylinder@W/m2#
Pr 5 Prandtl number
q9 5 heat flux@W/m2#
Ra 5 Rayleigh number
Sc 5 Schmidt number

Shx 5 local Sherwood number

t 5 time @s or min#
T 5 temperature@°C#
u 5 internal energy@J/kg#
v 5 velocity @m/s#
x 5 direction perpendicular to salt layer-solution interface

xi 5 position of SLSI@m#
U9 5 internal energy flux at SLSI@W/m2#

b 5 volumetric thermal expansion coefficient@1/K#
b* 5 species expansion coefficient@m3/kg#

h 5 fraction of power supplied to heated cylinder driving
deposition

rsoln 5 density of aqueous salt solution@kg/m3#
rA 5 density of salt component in aqueous salt solution

@kg/m3#
rB 5 density of water component in aqueous salt solution

@kg/m3#
rs 5 density of solid salt@kg/m3#
f 5 porosity

2f8(0)5 dimensionless parameter defined by Eq. 17
v 5 mass fraction of salt

SUBSCRIPTS DESCRIPTION

A 5 salt component of solution
b 5 bulk condition
B 5 water component of solution

bulk i 5 initial bulk condition
bulk f 5 bulk condition 2 minutes before end of run

e 5 time when material capacitance of cell becomes
unimportant

HC 5 heated cylinder
i 5 salt layer-solution interface condition~SLSI!

in 5 inlet
o 5 time equal to zero
s 5 solubility
s 5 salt

sat 5 saturation
` 5 steady state condition
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Ultra High Critical Heat Flux
During Forced Flow Boiling Heat
Transfer With an Impinging Jet
An ultra high critical heat flux (CHF) was attempted using a highly subcooled liquid jet
impinging on a small rectangular heated surface of length 5;10 mm and width 4 mm.
Experiments were carried out at jet velocities of 5;60 m/s, a jet temperature of 20°C
and system pressures of 0.1;1.3 M Pa. The degree of subcooling was varied from 80 to
170 K with increasing system pressure. The general correlation for CHF is shown to be
applicable for such a small heated surface under a certain range of conditions. The
maximum CHF achieved in these experiments was 211.9 MW/m2, recorded at system
pressure of 0.7 MPa, jet velocity of 35 m/s and jet subcooling of 151 K, and corresponds
to 48% of the theoretical maximum heat flux proposed by Gambill and Lienhard.
@DOI: 10.1115/1.1621899#
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1 Introduction
As technology progresses, heat management, particularly cool-

ing, is becoming increasingly important. For example, high-
energy systems with high-density heat generation such as a di-
verter plate in a fusion reactor or a target plate in a proton
accelerator require reliable cooling systems. The heat flux in such
systems reaches the order of 10 MW/m2, and can be expected to
increase to more than 100 MW/m2 in the future. The performance
or operating conditions of such high-energy apparatus is strongly
dependent on the upper limit of cooling, that is, the critical heat
flux ~CHF!. Therefore, increasing the maximum heat flux level
that can be handled by cooling systems, and determining the up-
per limit CHF are topics of intense interest.

Gambill and Lienhard@1# showed the theoretical upper limit of
heat transmission with phase change assuming that vapor mol-
ecules behave as a Boltzman-Maxwellian gas, which is a reason-
able approximation at low reduced pressure, and neglecting con-
densation on the liquid-vapor interface. The theoretical maximum
heat fluxqmax,maxdetermined in that study is given by

qmax,max5rghlgART/~2pM ! (1)

where rg , hlg , R, andM are density of vapor, latent heat of
evaporation, universal gas constant and mass of molecular, respec-
tively. T is the equilibrium gas temperature and taken as the satu-
ration temperature. This equation can be easily proved based on
the above assumptions and statistical thermodynamics@2#. As the
saturation temperatureT increases nonlinearly with system pres-
sureP, qmax,maxincreases sharply withP. For example, evaluating
qmax,maxfor water at 0.1 and 0.5 MPa gives very large heat fluxes
of 223.4 and 994.2 MW/m2, respectively. However, most CHF
values obtained so far in boiling heat transfer experiments are
about 10% ofqmax,max.

It is known that the CHF is governed by the hydrodynamics of
liquid-vapor flow in the vicinity of a heated surface@3#. For ex-
ample, Haramura and Katto@4# proposed a hydrodynamic model
to predict the CHF in which the critical film thickness of a macro
liquid layer beneath a coalescent bubble is completely consumed
by evaporation within an interval of liquid supply. Given this
model, if the limitation of liquid supply due to the bubble or the

vapor flow can be eliminated by introducing an artificial device,
the CHF may approachqmax,max. Several attempts have been
made in this vein, including the use of a small heater with high
mass flux and subcooled liquid flow@5–7#, a swirl tape inside a
tube @8#, and a subcooled liquid jet flow@9,10#, and all have
effectively enhanced the CHF.

Nariai et al.@5# and Kureta et al.@6# studied the characteristics
of the CHF for flow boiling of subcooled water in a small tube
under atmospheric pressure. Nariai et al. achieved a maximum
CHF of 65 MW/m2 with an inner tube diameterdi of 1 mm, tube
length of 10 mm, mass fluxG of 23104 kg/m2/s, and inlet sub-
cooling DTsub,i of 80 K. Kureta et al. reached 158 MW/m2 under
similar conditions (di51 mm, DTsub,i590 K, G51.9
3104 kg/m2/s) with a shorter tube~5 mm!. Kureta’s result corre-
sponds to 70% ofqmax,maxand is the highest recorded CHF rela-
tive to qmax,max. Mudawar et al.@8# measured the CHF for vertical
subcooled flow boiling in a small direct-heated tube and reached
the highest absolute CHF of 274 MW/m2 using a tube with inner
diameter of 0.5 mm and length 5.5 mm, with inlet subcooling of
244 K, liquid mass flux of 105 kg/m2/s ~corresponding to a mean
velocity of 98 m/s!, and inlet pressure of 5.8 MPa. Monde et al.
@9# and Inoue et al.@10# investigated the CHF of boiling sub-
cooled impinging jet flow and showed that impinging jet cooling
is a very effective method for enhancing the CHF. Monde et al.
@9# also proposed a generalized correlation for the CHF, as given
by

qc

qco
5

11A114CJa

2
(2)

whereqc and Ja give the CHF of a subcooled impinging jet and
Jacob number.qco andC are the predicted CHF with a saturated
impinging jet and the constant given by the following generalized
correlations of Eqs.~3! and ~4!, respectively. This equation is
applicable for subcooled impinging jet cooling within a density
ratio r l /rg of 8.8;1605, a jet velocityu of 5;34 m/s, subcool-
ing DTsub of 0;115 K, and a ratio of the characteristic diameter
of the heater and jet diameterD/d of 20–30.

qco

rghlgu
50.221~r l /rg!0.645S 2s

r lu
2~D2d! D

0.343

~11D/d!20.364

(3)
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C5
0.95~d/D !2~11D/d!0.364

~r l /rg!0.43~2s/r lu
2~D2d!!0.343 (4)

Equation~3! is applicable to ar l /rg of 5.3;1603, an inverse
Weber number 2s/r lu

2(D2d) of 231027 to 1023, andD/d of
5;30. The characteristic diameterD represents twice the distance
between the stagnation point and the furthest point from it on the
heated surface affected by the jet. Using only the characteristic
diameterD, Eq.~2! is capable of predicting the CHF for any shape
of heater or multiple impinging cooling jets. In the authors’ pre-
vious study@11#, Eq. ~2! was verified for up to four jets.

If Eq. ~2! were valid beyond its applicable range ofD/d, a CHF
equal toqmax,maxcould be achieved atD/d52.5, a jet velocity of
40 m/s, subcooling of 80 K, and atmospheric pressure. These con-
ditions are not particularly severe, and can be realized experimen-
tally. The objective of this study is to attempt to obtain a high
CHF approaching the theoretical maximum heat fluxqmax,maxand
examine experimentally the extrapolation of the general correla-
tion Eq. ~2! to smallerD/d.

2 Experimental Apparatus and Procedure

2.1 Experimental Setup.

Heated Surface. Even if a good heat-conductive material like
silver is used for a body that is heated indirectly by an external
heater, a wall heat flux greater than 200 MW/m2 generates a very
high temperature gradient exceeding 500 K/mm inside the heated
body, and the highest temperature may reach the melting tempera-
ture of silver. Only direct heating methods can avoid this problem
at such a high heat flux.

The heater design focused on determination of the optimum
material and electric conducting area of a rectangular heater
(thicknessdh3width W) under the constraints of a maximum
current of 1000 A at constant DC voltage and a moderate tempera-
ture gradient across the heater thickness. Figure 1 shows the rela-
tionship between heat flux and current for three materials, stain-
less steel, nichrome and nickel, for a range of thicknesses and
widths. Nickel requires the smallest cross-sectional area among
the tested materials to reach 200 MW/m2 under the limitation of
1000 A because nickel has the smallest specific electric resistance.

The temperature difference across the heater was also calcu-
lated through one-dimensional steady heat conduction analysis
with uniform volumetric heat generation. For example, the tem-
perature differences atdh550mm andq5200 MW/m2 are 487,
383, and 140 K for stainless steel, nichrome, and nickel, respec-
tively. The temperature differences for stainless steel and
nichrome, are too high. However, a nickel heater can achieve 200
MW/m2 given a heater width of only 4 mm and thickness of 0.1
mm.

Experimental Apparatus.Figures 2 and 3 show the experi-
mental apparatus and the details of the heater and nozzle setup. A
circular jet nozzle was set at the top of the pressure vessel facing
downward. The heated surface was mounted closely at 5 mm be-
low the exit of the nozzle to prevent instability of the liquid jet
affecting the liquid flow on the heated surface. The centers of the
heated surface and the nozzle were carefully adjusted using a
positioning jig. Liquid stored in the bottom of the pressure vessel
was supplied to the nozzle by a low-pressure pump and high-
pressure pump in series, capable of a maximum velocity of 60
m/s. The velocity was adjusted by a flow control valve and mea-
sured based on the pressure drop at the nozzle, and the flow co-
efficient of the nozzle was determined through nozzle calibration
tests. As the circulating liquid is continuously heated by friction
loss in the pumps, part of the flow was bypassed via a cooler to

Fig. 1 Relationship between heat flux and current for various
materials and sizes of direct heated rectangular surface

Fig. 2 Schematic of experimental apparatus „1. Pressure ves-
sel, 2. Heated surface, 3. Circular nozzle, 4. Cooler, 5. Filter, 6.
Low-pressure pump, 7. High-pressure pump, 8. Pressure trans-
ducer, 9. Strain meter, 10. Multiplexer, 11. Ice box, 12. Digital
multimeter, 13. GPIB interface, 14. Personal computer, 15. DC
power supply, 16. Flow control valve, 17. Bypass valve, 18. Ni-
trogen gas cylinder …

Fig. 3 Experimental setup of heated surface and nozzle
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maintain the liquid temperature at about 20°C, adjusted by con-
trolling the bypass flow rate and the coolant flow rate of the
cooler. In order to increase the degree of subcooling, the pressure
vessel was pressurized at between 0.1 and 1.0 MPa by nitrogen
gas, providing subcooling of 80 to 170 K depending on the system
pressure.

As shown in Fig. 3, both ends of the rectangular nickel foil
were soldered to the two electrodes. Special care was taken in
soldering to ensure that the liquid flow on the surface remained
smooth. The heated surface was made flush with the soldered
areas, and obstacles such as spilled solder were removed com-
pletely. After soldering, the foil was pre-tensioned by extending
the distance between electrodes slightly. A rectangular Bakelite
block was inserted between the electrodes as an insulator. The foil
was adhered to the Bakelite block with epoxy resin to prevent
water from entering the clearance area. The wall temperature was
not measured.

2.2 Experimental Procedure and Measurement of CHF.
The jet velocity, jet temperature and nitrogen pressure were con-
trolled to achieve the designated conditions. The heat fluxq was
calculated by the following equation:

q5
V3I

L3W
(5)

whereV is the voltage drop between the two electrodes,I is the
electric current, andL3W is the rectangular heated area of the top
side.

As shown in Fig. 4, the CHF was obtained as a physical burn-
out point where the melting of the heated surface proceeds from
one of the four corners of the rectangular surface to the opposite
side along the electrode. A preliminary experiment for each con-
dition was conducted to determine a tentative CHF, followed by
determination of accurate CHF through carefully repeated mea-
surement until the reproducibility of the data was confirmed.

The experimental procedure was as follows:

1. The liquid temperature and jet velocity were controlled to
designated values.

2. The voltage applied to the heated surface was gradually in-
creased until the heat flux reached 50% of the tentative CHF.

3. The voltage was increased every 30 s until the CHF was
detected. Each voltage increment was controlled so as to
increase the heat flux by less than 5% of the previous heat
flux. The 30-s interval was required to allow for CHF detec-
tion and to stabilize the wall temperature.

4. The CHF was detected by a sudden cut in the electric current
due to breakdown of the heated surface. The heated surface
was renewed in each experiment.

The voltage increment was controlled based on the electric re-
sistance of the heater, as calculated from the measured current and
voltage drop at each incremental step, such that the increment in
heat flux was less than 5% until the CHF occurred. When the CHF
occurred, the temperature excursion of the heater caused an in-
crease in electric resistance and decrease electric current in a very
short time~,0.2 s!, and then the heater broke. Due to the diffi-
culty in measuring the transient heat flux just before the CHF was
reached, the CHF was defined as the heat flux calculated by add-
ing the incremental heat flux to the stable heat flux measured in
the previous step. Therefore, the CHF values can be considered to
include an uncertainty of up to25%.

The experiments were conducted over a wide range of jet ve-
locity and jet subcooling, as listed in Table 1.

2.3 Assessment of Heat Losses.To assess heat losses from
the heater to the electrodes and the bakelite block, steady-state
heat conduction analyses were carried out for the simplified two-
dimensional heater section model depicted in Fig. 5. The extent to
which the heated wall area was affected by the adjacent cold
electrodes was also evaluated because the CHF burnout always
occurred near the electrode.

In Fig. 5, the calculation domain is taken as a half the heater
area, using the symmetry of the heater. As no wall temperature
information was obtained in the experiment, a uniform wall su-
perheatDTsat of roughly 50 K was adopted for each system pres-

Fig. 4 Photograph of top view of a burnt-out surface

Table 1 Experimental range

Testing fluid Water
Diameter of nozzled, mm 2.0
Jet velocityu, m/s 5, 17, 35, 60
Jet temperatureTj , °C 20
System pressureP, MPa 0.1;1.0
Subcooling of jetDTsub corresponding toP, K 80;170
Length of heated surfaceL, mm 5, 10
Width of heated surfaceW, mm 4
Ratio of characteristic diameter to jet diameterD/d 3.20, 5.39
Thickness of heated surfacedh , mm 0.03, 0.05, 0.1, 0.3

Fig. 5 Simplified two-dimensional heater assembly section
model and prescribed boundary conditions to assess heat
losses to the electrodes and bakelite block
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sure P. This assumption is reasonable for a subcooling boiling
region in which the CHF is reached, but may give an overesti-
mated of the wall temperature in the stagnant region. For the other
boundary conditions, the electrode was treated as an isothermal
solid, and the bottom surface of the bakelite was considered to be
isothermal, with temperatures the same as the jet temperatureTj .
A uniform heat generation rate per unit volumeq/dh was assumed
for the nickel foil, and the heat flux was taken as 200 MW/m2,
which is comparable to the maximum CHF value. It should be
noted that the assumptions of wall temperature and isothermal
boundary condition may result in an overestimation of the heat
loss, but errs on the side of safety.

Figure 6 shows a typical temperature distribution in the heater
section at q5200 MW/m2, L510 mm, dh50.1 mm, P
50.8 MPa ~corresponding saturation temperatureTsat
5170.4°C), andDTsat550 K. A distance from the electrodexc as
depicted in Fig. 6, was calculated to estimate a lower wall tem-
perature area. For convenience the non-dimensional lengthxc /L
is defined as the distance at which the wall temperature recoveries

up to 95% of equilibrium wall temperature at the center portion.
The value ofxc /L will be at most 0.025, 0.054, and 0.125 for the
heater thickness ofdh50.03, 0.1, and 0.3 mm. If we suppose that
CHF occurs at the distance (D/22xc) from the center of the jet, a
predicted CHF with Eq.~2! may increase at most 4%, 9%, and
20% for dh50.03, 0.1, and 0.3 mm in the present experimental
range.

Figure 7 shows the estimated heat loss for each heater length
and thickness. The heat loss to the bakelite remains at approxi-
mately 5% for all heat flux levels under the present fixed heater
dimensions. The heat loss to the electrodes increases from 1.0% to
7.4% as the heater becomes shorter and thicker, similar to the
result for heat transfer in an extended fin. The total heat loss for
dh50.1 mm, for which most of the CHF data was obtained, is
8.2% for a heater lengthL55 mm, and 6.5% forL510 mm.

2.4 Error Analysis. Uncertainty analysis was carried out
according to the ASME Policy on Reporting Uncertainties in Ex-
perimental Measurements and Results. Table 2 shows the bias and
precision limits and the uncertainties of measurements obtained
from the specifications of the instruments, calibration tests, statis-
tical data obtained from repeated measurements, and numerical
analysis of the heat loss from the heated surface.

The bias limits associated with the measurements of voltage
and current in the measurement of heat flux were60.045% and
62.0% of reading, respectively. The dimensions of the heated
surface were given accurately to within60.1 mm ~length and
width!. The bias limit of the critical heat flux was calculated from

Table 2 Bias limits, precision limits and uncertainties associated with measurements

Bias limit
L55 mm L510 mm

Critical heat flux,Bq /q dh50.03 mm 26.7;12.8% 26.4;12.2%
0.1 mm 27.1;12.8% 26.4;12.2%

Jet subcooling,BDTsub 60.25 K atP50.1 MPa
Jet velocity,Bu 61.33 m/s atu535 m/s

Precision limit
L55 mm L510 mm

Critical heat flux,Pq /q dh50.03 mm ~min! 27.3;15.4%
~max! 228.3;127.9%

~min! 217.8;117.1%
~max! 234.5;134.1%

0.1 mm ~min! 25.9;13.2%
~max! 222.2;121.9%

~min! 27.8;15.9%
~max! 219.5;118.8%

Jet subcooling,PDTsub 60.27 K atP50.1 MPa
Jet velocity,Pu 60.06 m/s atu535 m/s

Uncertainty
L55 mm L510 mm

Critical heat flux,Uq /q dh50.03 mm ~min! 29.9;16.1%
~max! 229.1;128.1%

~min! 218.9;117.3%
~max! 235.1;134.2%

0.1 mm ~min! 29.3;14.3%
~max! 223.1;121.6%

~min! 210.1;16.3%
~max! 220.5;119.0%

Jet subcooling,UDTsub 60.37 K atP50.1 MPa
Jet velocity,Uu 61.33 m/s atu535 m/s

Fig. 6 Steady-state temperature field in the nickel foil and the
bakelite block for qÄ200 MWÕm2, LÄ10 mm, dhÄ0.1 mm, P
Ä0.8 MPa „TsatÄ170.4°C…, DTsatÄ50 K

Fig. 7 Estimated heat losses to the electrodes and the
bakelite, and total heat loss with two-dimensional heat conduc-
tion analysis
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the root mean square of the bias limits and the total heat loss of
the heater, as shown in Fig. 7. The jet velocity was calculated with
accuracy of63.8% of reading, associated with the measurement
of pressure drop in the circular nozzle, and the standard error
estimation of the flow calibration curve. The subcooling of the jet
was calculated from the system pressure and jet temperature. The
system pressure was measured with a pressure gauge with accu-
racy of 60.5% of the full scale, resulting in an error in saturation
temperature of within60.2 K. The jet temperature was measured
with an accuracy of60.15 K. To decide the precision limit, the
standard deviations of jet velocity and jet subcooling were evalu-
ated from more than 30 sampled data, and the precision limit of
the CHF was calculated using repeatedly measured data at each
experimental condition, incorporating the error of25% associated
with the determination of the CHF. The uncertainties were finally
calculated from the root mean square of the bias and precision
limits.

3 Results and Discussion

3.1 Effect of Heater Thickness on CHF. The CHF taken
in a steady state is independent of the thermal properties and
thickness of the heater, as expressed in Eqs.~2!–~4!. However, it
is well known that a temporary dry patch appears repeatedly on a
surface, reflected momentarily by a high heat flux near the CHF.
The increase in the local wall temperature under the dry patch is
greater at lower heater thickness or heat capacity. Therefore, the
CHF may be triggered at lower heat flux than the steady-state
CHF. Houchin et al.@12# and Tachibana et al.@13# reported the
effect of heater thickness in pool boiling and showed that the
effect of wall thickness disappears when the heat capacity per unit
arearcdh becomes larger than 1 kJ/m2/K. In this study, a very
thin direct heated surface was used to achieve the ultra high heat
flux under investigation with limited power supply. As such, the
effect of wall thickness on the CHF should be examined carefully.

Figure 8 shows the relationship between the CHF and the wall
thickness for subcooling of 40 K, a jet velocity of 5 m/s, heater
width of 6 mm, heater length of 10 mm, and system pressure 0.1
MPa. The upper abscissa scale ofrcdh is given for nickel, and the
dashed line denotes the tendency of the CHF for reference. The
range bars denote the uncertainty ranges of the CHF. The CHF
decreases by about 50% as the heater thickness is reduced from
0.3 to 0.03 mm, and seems to approach about 40 MW/m2 asymp-
totically for dh.0.2 mm or the corresponding heat capacity
rcdh.0.8 kJ/m2/K. It is noted that the CHF fordh50.1 mm, at
which most of the CHF data was measured, is at most 25% lower
than that for 0.3 mm. As a result, a heater heat capacity of more
than 0.8 kJ/m2/K appears to have no effect on the CHF, which is
similar to the case for pool boiling. When the CHF data obtained
with a very thin direct heated surface is applied to real applica-
tions, it is important to pay careful attention to the wall heat

capacity because the wall thickness under heat load in a real ap-
paratus is commonly quite thick so as to be robust under external
forces or thermal stress.

Since the effect of thickness was only examined aroundq
540 MW/m2 due to the limit of the power supply, the result
shown in Fig. 8 does not necessary hold for higher heat flux of up
to 200 MW/m2. However, as shown later, the CHF fordh
50.1 mm monotonously increases up to 200 MW/m2 with jet ve-
locity or jet subcooling in accordance with Eq.~2!. From this, the
effect of thickness on the CHF appears not to be strongly depen-
dent on the level of the CHF for the fixed heater thickness ofdh
50.1 mm.

3.2 Effect of Jet Velocity on CHF. Figure 9 correlates the
CHF data with velocity for heater lengthsL of 5 and 10 mm,
heater thicknessesdh of 0.03 and 0.1 mm, and degree of subcool-
ing DTsub of 80–130 K. The symbols and bars show the averaged
CHF and the uncertainty range. The solid lines denote the CHF
predicted by Eq.~2! for each system pressure and jet subcooling
condition.

The CHF increases with jet velocity for eachL, dh, andDTsub.
In particular, the CHF fordh50.1 mm, denoted by solid symbols,
agrees well with Eq.~2!. Figure 9 indicates that the general cor-
relation Eq.~2! holds for L up to 5 mm~corresponding toD/d
.5.39) atdh50.1 mm. On the other hand, the CHF data fordh
50.03 mm~open symbols!is up to 40% lower than that fordh
50.1 mm. The uncertainty range fordh50.03 mm is also much
larger due to the larger precision limit of the CHF data. The rela-
tionship between CHF and jet velocity fordh50.1 mm also tends
to deviate from that described by Eq.~2!, particularly at jet ve-
locities over 40 m/s.

Error in the flatness of the heater surface or an inherent char-
acteristic of the very thin heated surface is expected to be respon-
sible for the larger uncertainty atdh50.03 mm. Although the
heated surface was made as flat as possible, a very small distortion
of the surface was unavoidable, particularly for a very thin heater,
which may generate a disturbance of the liquid film flow and
hence affect the CHF. However, liquid flow on the surface could
not be observed in detail due to splashing droplets.

Fig. 8 Effect of heater thickness on CHF

Fig. 9 Relationship between CHF and velocity
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3.3 Effect of Jet Subcooling on CHF. Figure 10 shows the
effect of subcooling on the CHF at a jet velocityu of 17 and 35
m/s, heater lengthL of 5 and 10 mm, and fixed heater thicknessdh
of 0.1 mm. Bars denote the uncertainty range. Since the system
pressure increased with subcooling, the corresponding system
pressure for a jet temperature of 20°C is shown in the upper ab-
scissa. The solid and dashed lines denote the CHF predicted by
Eq. ~2! for L55 and 10 mm, respectively.

The CHF increased with subcooling, and the trend forL
510 mm is very close to that given by Eq.~2!. In the case ofL
55 mm, Eq.~2! overestimates the CHF by up to 20%, and the
deviation of the measured data from the prediction increases at
lower and higher subcooling. Additionally, the change in CHF
differs slightly from that described by Eq.~2!, deviating most at
DTsub.140 K. However, there were no experimental observations
such as change in boiling flow on the heated surface to explain
this deviation. The maximum CHF of 211.9 MW/m2 was recorded
under the condition ofL55 mm, u535 m/s,DTsub5151 K, and
P50.7 MPa. Comparing the flow condition of Mudawar’s study
@4# with that of the present study at a given level of CHF, this
result shows that external flow boiling with an impinging jet can
occur without extreme mass flux, liquid subcooling or system
pressure.

The effects of subcooling and pressure on the CHF can both be
seen in Fig. 10, because these two parameters vary jointly. As
shown in the correlation of Eq.~2!, the system pressure has no
direct effect on the CHF, instead affecting it indirectly through the
effects on saturation temperature and thermal properties such as
latent heat and density ratio. For instance, Eq.~2! shows that the
CHF increases by up to 3% when the system pressure increases
from 0.1 to 1.0 MPa for fixed subcooling ofDTsub580 K. Indeed,
an increase in pressure experimentally enhances the CHF by a few

percent, but the increase appears to be largely due to the contri-
bution of subcooling in the present narrow range of system pres-
sure~corresponding reduced pressure is 4.53102324.531022).

3.4 Effect of Nitrogen Gas on CHF. The effects of disso-
lution of the non-condensable nitrogen gas pressurizing the sys-
tem into the liquid jet should also be discussed. Haramura@14#
studied the effect of dissolved non-condensable gas such as air on
the CHF and the behavior of bubbles and during pool boiling on a
horizontal wire, and reported that the CHF for gas-saturated water
is 25–30% lower than that for degassed water. The effect of dis-
solved gas on the CHF was explained as due to the accumulation
of non-condensable gas into bubbles that stay on the water surface
around the heated wire and re-dissolve into the surrounding liquid
by mass diffusion.

As far as the authors know, there are no reports showing the
definite effects of dissolved gas for external flow boiling. The
existence of dissolved gas indeed activates nucleation at the in-
ception of boiling, but this effect is not important in the high heat
flux range near the CHF. Even though the concentration of dis-
solved nitrogen may become close to gas-saturation due to the
long period of liquid-gas contact in the system loop, the effect of
dissolved gas on CHF is considered to be unimportant in the
present case, in contrast to subcooled pool boiling, because the
high-speed liquid flow sweeps off the evacuated dissolved gas
together with vapor, making it unlikely that non-condensible gas
will accumulate in the vicinity of the heated surface. The good

Fig. 11 Relative accuracy of the correlation Eq. „2…

Fig. 12 Flow model in deriving the general correlation of CHF „Eq. „2…… „A: Saturated boiling
region, B: subcooled boiling region, C: Single-phase flow region …

Fig. 10 Relationship between CHF and subcooling of jet
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agreement between most of the CHF data and the extrapolation of
Eq. ~2! where a dissolved gas effect is not considered may support
this fact.

3.5 Estimation Error for CHF Correlation. The relative
estimation error for Eq.~2! at dh50.1 mm is shown in Fig. 11.
The relative error forL55 mm ranges from240% to 120%,
while that forL510 mm is within620%, equivalent to the esti-
mation error of Eq.~2! in Ref. @9#. Thus, Eq.~2! is considered to
be applicable forD/d.5.39 (L510 mm), u,35 m/s, DTsub
,120 K.

One of the possible reasons for the larger estimation error for
L55 mm may be the assumptions in the flow model from which
Eq. ~2! derived, which may not be applicable for such a small
heater. Figure 12 shows the flow model on the heated surface for
different heat fluxes@9#. The heated surface is divided into three
regions; A!saturated boiling region, B! subcooled boiling region,
and C!single-phase flow region. Although Ref.@9# provides the
details of derivation, Eq.~2! was essentially derived from the
general correlation of saturation boiling given in Eq.~3!. Here, the
boiling lengthD-d in Eq. ~3! was evaluated withD-D8 for sub-
cooled boiling, as shown in Fig. 12. To obtain the correlation of
subcooled CHF explicitly by eliminating the unknown diameter of
the subcooled boiling regionD8, a higher-order term ofD8/D
was neglected. This assumption may not be valid forL55 mm,
resulting in the higher estimation error compared toL510 mm.

3.6 Comparison of CHF With the Maximum Heat Flux.
The ratio of the measured CHF toqmax,max represents one of the
indices for evaluating the extent to which the CHF can be made
approach to ultimate maximum heat flux. Figure 13 shows the
ratio qc /qmax,maxagainst system pressure. The solid symbols de-
note the data obtained by other researchers@4–7# for reference. As
qmax,maxincreases sharply with system pressure whereas the CHF
does not,qc /qmax,max decreases monotonically with increasing
system pressure. For the present results,qc /qmax,maxreaches 48%
at u535 m/s,DTsub573 K, D/d53.2, andP50.1 MPa.

4 Conclusions
High critical heat flux was measured with a highly subcooled

impinging jet on a rectangular heated surface for a heated wall
thickness of 0.03–0.3 mm, nozzle diameter of 2 mm, heated sur-
face length of 5 and 10 mm, jet velocity of 5–60 m/s, jet subcool-
ing of 80–170 K, and system pressure of 0.1–1.0 MPa.

The experimental results are summarized in the following
conclusions.

1. The CHF around 40 MW/m2 was found to decrease by about
50% as the thickness of the nickel foil heater was decreased from
0.3 to 0.03 mm. The effect of the wall thickness on the CHF
disappeared when the heat capacity of unit area of the heated
surface was larger than 0.8 kJ/m2/K, which corresponds to a wall
thickness of 0.2 mm for nickel.

2. The CHF for a heated wall thickness of 0.1 mm increased
with increasing jet velocity and decreasing heater length in most
cases, whereas no clear trend could be seen for a heated wall
thickness of 0.03 mm due to the large data scattering.

3. The effect of jet velocity and subcooling on the CHF for a
heated wall thickness of 0.1 mm correlates well with the general
equation Eq.~2! for CHF under the condition:D/d55.39,DTsub
580– 120 K,u,40 m/s. However, the characteristic of subcool-
ing differs somewhat atD/d53.20,DTsub.140 K.

4. The maximum CHF of 211.9 MW/m2 was recorded atL
55 mm, W54 mm, d52 mm, P50.7 MPa,DTsub5151 K, and
u535 m/s.

5. The CHF represents 48% of the theoretical maximum heat
flux at the atmospheric pressure,L55 mm, DTsub573 K, andu
535 m/s.
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Nomenclature

c 5 specific heat of heated surface
cp 5 specific heat of liquid at constant pressure
D 5 characteristic diameter of heated surface

(5(L21W2)1/2)
d 5 diameter of liquid jet
I 5 electric current

Ja 5 Jacob number (5(r l /rg)(cpDTsub/hlg))
hlg 5 latent heat of evaporation

L 5 length of rectangular heated surface
M 5 mass of molecular
qc 5 subcooled critical heat flux

qco 5 saturated critical heat flux
qmax,max5 maximum heat flux~Eq. ~1!!

P 5 system pressure
R 5 universal gas constant
T 5 temperature

Tsat 5 saturation temperature
Tj 5 temperature of liquid jet
u 5 velocity of liquid jet
V 5 voltage added to heated surface
xc 5 length of colder surface area adjacent to a electrode
W 5 width of rectangular heated surface

Greek Letters

DTsub 5 degree of subcooling of jet
dh 5 thickness of heated surface

rg ,r l 5 densities of saturated vapor and liquid
r 5 density of heated surface
s 5 surface tension
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Round Turbulent Thermals, Puffs,
Starting Plumes and Starting Jets
in Uniform Crossflow
The self-preserving properties of round turbulent thermals, puffs, starting plumes and
starting jets, in unstratified and uniform crossflow, were investigated experimentally. The
experiments involved dye-containing fresh water (for nonbuoyant flows) and salt water
(for buoyant flows) sources injected vertically downward into crossflowing fresh water
within a water channel. Time-resolved video images of the flows were obtained using
CCD cameras. Experimental conditions were as follows: source exit diameters of 3.2 and
6.4 mm, source Reynolds numbers of 2,500–16,000, source/ambient velocity ratios of
4–35, source/ambient density ratios (for buoyant flows) of 1.073 and 1.150, volumes of
injected source fluid (for thermals and puffs) comprising 16–318 source diameters,
streamwise (vertical) penetration distances of 0–200 source diameters and 0–13 Morton
length scales (for buoyant flows) and crosstream (horizontal) penetration distances of
0–620 source diameters. Near-source behavior varied significantly with source properties
and distance from the source but the flows generally became turbulent for streamwise
distances within 5 source diameters from the source and became self-preserving for
streamwise distances from the source greater than 40–50 source diameters. Crosstream
motion satisfied the no-slip convection approximation. Streamwise motion for self-
preserving conditions satisfied the behavior of corresponding self-preserving flows in still
fluids: round thermals and puffs in still fluids for round thermals and puffs in crossflow
and two-dimensional line thermals and puffs in still fluids for round starting plumes and
jets in crossflow. The no-slip convection approximation for crossflow motion combined
with self-preserving approximations for streamwise motion were also effective for predict-
ing flow trajectories at self-preserving conditions for steady round turbulent plumes and
jets in crossflow. @DOI: 10.1115/1.1622720#

Keywords: Heat Transfer, Jets, Plumes, Scaling, Thermal, Turbulence

Introduction

Recent theoretical and experimental studies of the temporal de-
velopment of round turbulent thermals, puffs, starting plumes and
starting jets in still fluids@1–3# were extended to consider the
corresponding flows in unstratified uniform crossflow. Study of
these flows is motivated by practical applications to the uncon-
fined and unsteady turbulent flows resulting from the initiation of
either interrupted or steady gas and liquid releases caused by pro-
cess upsets, explosions and unwanted fires, among others. Due to
their simplicity, these flows also are of interest as classical funda-
mental flows that illustrate the development of unsteady turbulent
flows in a relatively simple way. As a result, observations of these
flows are useful in order to provide data needed to evaluate meth-
ods of predicting their properties. Similar to past work@1–3#, the
present experiments emphasized conditions far from the source
where effects of source disturbances are lost, and flow structure is
largely controlled by its conserved properties. For such condi-
tions, the flows approximate self-preserving turbulent behavior
fixed by their conserved properties, and appropriately scaled flow
properties are independent of streamwise distances. The particular
advantages of self-preserving turbulent flows are that their flow
properties considerably simplify both the presentation of measure-
ments and execution of numerical simulations, because source
disturbances do not affect flow properties which scale in a rela-
tively compact manner as a result. Finally, extension of past work

in still fluids @1–3# to crossflow is desirable because most practi-
cal thermals, puffs, starting plumes and starting jets are exposed to
crossflow.

Several reviews of past studies of round turbulent unconfined
nonbuoyant and buoyant flows have appeared in the literature, see
Turner@4,5#, Tennekes and Lumley@6#, Hinze@7#, Chen and Rodi
@8#, List @9#, Dai et al. @10#, and references cited therein. As a
result, the present discussion of the literature will be brief.

Past studies of the penetration properties of flows of interest
during the present investigation—round turbulent thermals, puffs,
starting plumes and starting jets—have emphasized the temporal
properties of the flows in still environments. Some examples in-
clude: Diez et al.@3#, Turner@4,5,13#, Morton@11#, Scorer@12#,
Fay and Lewis@14#, Batt et al.@15# and Thompson et al.@16# for
thermals; Sangras et al.@1,2#, Richards@17# and Kovasznay et al.
@18# for puffs; Diez et al.@3#, Turner @4,5,19#, Middleton@20#,
Delichatsios@21# and Pantzlaff and Lueptow@22# for starting
plumes; and Witze@23#, Johari and Paduano@24#, Kato et al.@25#,
Kouros et al.@26#, Adriani et al.@27# and Hill and Ouelette@28#
for starting jets. These studies mainly sought the self-preserving
scaling rules that describe the temporal penetration properties of
the flows in still fluids, e.g., the maximum vertical and radial
penetration distances of these flows into their surroundings as
functions of time.

Measurements in this laboratory seeking to evaluate the self-
preserving relationships for flows in still fluids were carried out
considering round salt water jets in a still fresh water bath for
thermals and starting plumes@3# and fresh water jets in a still
fresh water bath for puffs and starting jets@1,2#. It was observed
that the flows became turbulent within 5 source diameters in the
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streamwise direction from the source and became self-preserving
when streamwise penetration was greater than 20–30 source di-
ameters from the source.

Most practical flows associated with buoyant and nonbuoyant
sources are exposed to crossflow; therefore, there have been a
number of studies seeking to extend the results just discussed for
still fluids to the corresponding round turbulent buoyant sources in
crossflow, e.g., Anwar@29#, Lutti and Brzustowski@30#, Andre-
opoulos @31#, Alton et al. @32#, Hasselbrink and Mungal@33#,
Baum et al.@34#, and references cited therein, and to the corre-
sponding round turbulent nonbuoyant sources in crossflow, e.g.,
Keffer and Baines@35#, Kamotani and Greber@36#, Chaissaing
et al. @37#, Kelso et al.@38#, Smith and Mungal@39#, and refer-
ences cited therein. In spite of the importance of these flows in
crossflow, however, measurements of their properties are limited
and little is known about their self-preserving properties or about
the conditions required for them to become self-preserving.

Motivated by the previous discussion, the objectives of the
present investigation were to extend past work concerning the
self-preserving properties of round turbulent thermals, puffs, start-
ing jets and starting plumes in uniform and still fluids, in order to
develop improved understanding of these flows in unstratified uni-
form crossflow, as follows:

1. Measure the streamwise~vertical!, crosstream~horizontal!
and radial penetration properties of the flows as a function of
time for various source conditions typical of practical appli-
cations.

2. Formulate the self-preserving scaling relationships for the
flows and exploit the new measurements of these flows to
evaluate the effectiveness of their scaling relationships and
to determine the empirical parameters within them.

Theoretical and experimental methods were similar to earlier stud-
ies of the present flows in still and uniform environments reported
by Sangras et al.@1# and Diez et al.@2,3#.

The present description of the research begins with a discussion
of experimental methods. This is followed by scaling consider-
ations for the present flows in both still and crossflowing environ-
ments. Experimental and scaling results are then considered, treat-
ing thermals, puffs, starting plumes and starting jets, all in
uniform crossflow, in turn.

Experimental Methods

Test Apparatus. The experiments involved fresh and salt wa-
ter sources injected into an unstratified and uniform fresh water
crossflow produced by a water channel facility. The test section of
the water channel had cross-section dimensions of 6103610 mm
and a length of 2440 mm. The sides and bottom of the test section
were constructed of 20 mm thick acrylic panels to provide optical
access. Fresh water flow in the channel was driven by a propeller
pump with variable test section velocities of 40–300 mm/s. The
flow properties of the water channel were characterized using a
hot film anemometer to calibrate the crossflow velocity as a func-
tion of propeller speed and to measure the uniformity and the
turbulence levels of the crossflow. The contraction, flow straight-
ener, screens, etc., of the water channel combined to yield a flow
nonuniformity less than 1.5 percent, and turbulence intensity lev-
els less than 1 percent in the test section.

The source flows were injected vertically downward into the
fresh water channel flow through smooth round tubes having in-
side diameters of 3.2 and 6.4 mm. Injector passages had length/
diameter ratios of 100 and 50, respectively, to help insure fully
developed turbulent pipe flow at the source exit for sufficiently
large injector Reynolds numbers@40#. The tubes were mounted
vertically and discharged roughly 5 mm below the liquid surface.
The tubes passed through a plane horizontal plexiglass plate~508
3914 mm plan dimensions312 mm thick!having a tight fit. The
tube ~source!exits were mounted flush with the lower surface of
the plexiglass plate to provide well-defined entrainment condi-

tions near the source exit. The source liquid was supplied to the
tubes using either syringe pumps~Harvard Apparatus, PHD2000,
Model 70-2000, with four 150 cc syringes having volumetric ac-
curacies of61 percent mounted in parallel!, for small flow rates
or a peristaltic pump~Masterflux L/S Digi-Staltic Disperser,
Model 72310-0! for large flow rates. The pumps were computer
controlled to start, stop and deliver liquid at preselected times and
rates. The pumps were calibrated by collecting liquid for timed
intervals. Pump delivery rates were essentially constant with the
short transient flow development periods that were encountered
during starting and stopping the pumps handled by extrapolating
the constant delivery portion to the zero flow rate condition and
finding an equivalent origin,td , for either start or stop times. A
plot illustrating the pump flow rate transients when the syringe
pumps were started and stopped appears in Sangras et al.@1#; the
behavior of the peristaltic pump was similar.

The salt water source liquids were prepared by adding appro-
priate weights of salt~certified ACS crystal sodium chloride,
100.2 percent assay! to given volumes~weights!of water based
on the tabulation of liquid densities as a function of salt concen-
tration due to Lange@41#. These results were verified using pre-
cision hygrometers~Fisher Scientific, Cat. No. 11-583D having
0.2 percent accuracies!. The absolute viscosities of the test liquids
were measured directly using a Cannon/Fenske viscometer; this
information was combined with the known densities to obtain
kinematic viscosities for each source liquid considered during the
present investigation. Red vegetable dye was added to the source
liquids in order to facilitate flow visualization at a concentration
of 0.15 percent dye by volume.

Instrumentation. Measurements of flow penetration proper-
ties as a function of time were obtained from video records. The
water channel test section was illuminated for these observations
using two 650W quartz lamps~Color-Tran quartz king dual 650,
Model 116-011!and two 2000W quartz lamps~Mole-Richardson
Type 2591 molequartz, 2k Baby ‘‘zip’’ softlite!. The appearance of
the dye-containing injected source liquid was recorded as a func-
tion of time using two 3CCD digital video camcorders~Canon
Model XL1s! having 7203480 pixel arrays. Video records were
obtained from side~frontal! views as well as bottom~plan!views
of the flows.

The video records were analyzed to provide flow penetration
properties, as follows: maximum mean streamwise~vertical!,xp ,
and crosstream~horizontal!,yp , penetration distances~taken as
averages of the largest streamwise and crosstream distances of the
injected source liquid from the jet exit! and the maximum mean
radial ~normal to the flow axis in a vertical plane!, r p , and maxi-
mum mean half-width~normal to the flow axis in a horizontal
plane!,wp , all as a function of time from the start of injection. In
addition, vertical, crosstream, radial and half-width penetration
distances were measured as a function of crosstream distance
from the source exit after steady conditions had been reached at
given locations for the starting jets and plumes. All these mean
parameters were obtained by averaging the results of three sepa-
rate tests at a particular test condition; this yielded acceptable
experimental uncertainties because each test condition provided
numerous data points and rather dense plots of the data as will be
seen in the following. Experimental uncertainties~95 percent con-
fidence!of the measurements from the video records were as fol-
lows: less than 7 percent for times from the start of injection, less
than 8 percent for mean maximum streamwise and crosstream
penetration distances, and less than 15 percent for mean maximum
radial and half-width penetration distances. Experimental uncer-
tainties of all the penetration distances were largely governed by
sampling errors due to the irregular turbulent boundaries of the
present turbulent flows but also include fundamental accuracies of
distance and time calibrations and measurements.

The virtual origins of each of the present flows were found by
plotting ((t2to)/t* )n as a function ofxp /d for every test condi-
tion. A linear fit of the far-field data was then developed for each
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test condition so that solution of this fit at time (t2td)50 deter-
mined the virtual origin,xo /d. The values ofxo /d were relatively
constant for each flow, see Diez et al.@2,3# for examples of this
behavior for puffs and thermals in still fluids. As a result, a mean
value ofxo /d could be found for each flow~along with its experi-
mental uncertainty! as will be discussed later.

Test Conditions. Test conditions for the present measure-
ments of round turbulent thermals, puffs and starting plumes and
jets, in uniform crossflow are summarized in Table 1. The overall
test conditions involved fresh water and salt water~for the buoy-
ant flows!source flows in crossflowing fresh water, source diam-
eters of 3.2 and 6.4 mm, source passage length/diameter ratios of
100 and 50, respectively, source/ambient density ratios of 1.073
and 1.150~for the buoyant flows!, source Reynolds numbers of
2,500–16,000, source/ambient velocity ratios of 4–35, volumes
of source fluid discharged,Qo /(Aod), of 16–318~for the ther-
mals and puffs!, streamwise~vertical! penetration distances of
0–200 source diameters and 0–13 Morton length scales~the last
for buoyant flows!, and crosstream~horizontal! penetration dis-
tances of 0–620 source diameters. For the starting plume mea-
surements in crossflow, it should be noted that source flows gen-
erally were over-accelerated flows, as defined by George et al.
@42#.

Scaling Considerations

Conditions for Self-Preservation. A parameter frequently
used to estimate when round turbulent unconfined flows become
self-preserving is the distance from the effective~virtual! origin of
the flow normalized by the source diameter, (x2xo)/d, ~taken to
be the streamwise~vertical!distance for purposes of this example!
This parameter is a measure of conditions where distributions of
flow properties appropriate for the often confined conditions of a
source, have adjusted to reach distributions appropriate for an
unconfined flow. The value of (x2xo)/d needed for self-
preserving behavior depends on the nature of the flow, the prop-
erties of the source, and the property for which self-preserving
behavior is sought. For example, results for steady round turbulent
nonbuoyant jets suggest that values of (x2xo)/d greater than
roughly 40 and 100 are required to obtain self-preserving behavior
for distributions of mean and fluctuating~turbulent! properties,
respectively@6#. In contrast, similar results for steady round tur-
bulent buoyant plumes suggest that values of (x2xo)/d greater
than roughly 90 are required to obtain self-preserving behavior for
distributions of both mean and fluctuating~turbulent!properties
@10#. Taken together, these results indicate effects of both the

property being observed and the nature of the flow on the condi-
tions required to obtain self-preserving flow behavior.

Buoyant turbulent flows have more requirements for obtaining
self-preserving flow than nonbuoyant turbulent flows. In this case,
a second parameter that must be satisfied when steady buoyant
turbulent plumes become self-preserving is that the streamwise
~vertical! distance from the virtual origin normalized by the Mor-
ton length scale, (x2xo)/,M , must exceed a critical value as a
measure of conditions where the momentum of the flow caused by
effects of buoyancy is much larger than the original momentum of
the flow at its source. For steady buoyant sources, e.g., starting or
steady plumes, the Morton length scale is defined as follows
@9,11#:

,Mp5Ṁo
3/4/Ḃo

1/2 (1)

For steady round plumes having uniform properties defined at the
source~similar to the flows of interest during the present investi-
gation!, the source specific momentum flux,Ṁo , and the source
specific buoyancy flux,Ḃo , appearing in Eq.~1! can be computed
as follows@9,10#:

Ṁo5Q̇ouo (2)

Ḃo5Q̇oguro2r`u/r` (3)

where an absolute value has been used for the density difference
in Eq. ~3! in order to account for both rising plumes having posi-
tive buoyancy and falling plumes having negative buoyancy. Sub-
stituting Eqs.~2! and ~3! into Eq. ~1! then yields the following
expression for the Morton length scale of steady round turbulent
buoyant plumes having uniform source properties:

,Mp /d5~~Q̇ouo
3/d4!~guro2r`u/r`!2!1/4 (4)

Then, since the volume flow rate of a uniform source flow can be
represented as follows:

Q̇o5pd2uo/4 (5)

Eq. ~4! can be written as follows:

,Mp /d5~p/4!1/4~r`uo
2/~gduro2r`u!!1/2 (6)

The corresponding formulation for the requirements of source
momentum to become small compared to the momentum of flow
due to effects of buoyancy for an interrupted source, e.g., a ther-
mal, can be found in the same manner as the derivation of Eqs.

Table 1 Summary of test conditions for round turbulent thermals, puffs, and starting plumes
and jets, in unstratified uniform crossflow a

Flow Nonbuoyant Buoyant

Source fluid Water Salt water
Ambient fluid Water Water
Source fluid density,ro ~kg/m3) 998 1070 & 1150
Ambient fluid density,r` (kg/m3) 998 998
Source fluid kinematic viscosity,no ~mm2/s) 1.0 1.11 & 1.36
Source diameter, d~mm! 3.2 & 6.4 3.2 & 6.4
Source passage length, L/d 100 & 50 100 & 50
Source Reynolds number, uod/no 3,000–16,000 2,500–11,000
Source/ambient fluid density ratio,ro /r` 1.00 1.073 & 1.150
Source/ambient fluid velocity ratio, uo /v` 7–27 4–35
Source Morton length scale,,Mp or ,Mt!/d ` 5–88
Source fluid discharged, Qo /~Aod) or LQ /d 16–318~puffs! 18–318~thermals!
Vertical penetration distance, (xp2xo!/d 0–160 0–200
Vertical penetration distance, (xp2xo)/(,Mp or ,Mt) 0 0–13
Horizontal penetration distance, (yp2yo!/d 0–500 0–620

aFresh ~for nonbuoyant flows! and salt water~for buoyant flows! jets injected vertically downward from round tubes into
uniform fresh water crossflows having a 6103610 mm crossection at an ambient pressure and temperature of 99.060.5 kPa and
297.060.5 K.
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~1!–~6! for plumes. For a buoyant source involving a fixed quan-
tity of fluid, Qo , such as a thermal, the Morton length scale
becomes:

,Mt5Mo
1/2/Bo

1/4 (7)

For round thermals having uniform properties defined at the
source~similar to the flows of interest during the present investi-
gation!, the source specific momentum force,Mo , and the source
specific buoyancy force,Bo , appearing in Eq.~7! can be com-
puted as follows:

Mo5Qouo (8)

Bo5Qoguro2r`u/r` (9)

where an absolute value has been used for the density difference
in Eq. ~9!, as before, in order to account for both rising thermals
having positive buoyancy and falling thermals having negative
buoyancy. Substituting Eqs.~8! and~9! into Eq.~7! then yields an
expression for the Morton length scale of a round turbulent buoy-
ant thermal having uniform source properties, as follows:

,Mt /d5~~Qo /d3!~r`uo
2/~gduro2r`u!!!1/4 (10)

Then, since a uniform volume of source fluid can be represented
as follows:

Qo5pd2LQ/4 (11)

Eq. ~10! can also be written as follows:

,Mt /d5~~p/4!~LQ /d!~r`uo
2/~gduro2r`u!!!1/4 (12)

Finally, a third criterion must be satisfied when self-preserving
conditions are reached for buoyant turbulent flows; namely, that
the flow should be ‘‘weakly buoyant’’ so that the density of the
thermal or plume fluid is linearly related to the degree of mixing
of the ambient and source fluid@10#. At self-preserving conditions
in buoyant turbulent flows, all scalar properties are far removed
from the complexities of practical sources of buoyancy, such as
fires, and they are conveniently represented by functions of the
mixture fraction, f ~which corresponds to the mass fraction of
source material in a sample!, called state relationships@10#. At
self-preserving conditions, typicallyf !1 and the state relation-
ship giving density as a function of mixture fraction can be lin-
earized as follows@10#:

r5r`1 f r`~12r` /ro!, f !1 (13)

Buoyant turbulent flows mix very rapidly compared to other tur-
bulent flows @10#. Therefore, thef !1 criterion required for a
linear relationship between mixture fraction and density is gener-
ally achieved relatively close to the source.

Scaling Relationships. Major assumptions used to find scal-
ing relationships for self-preserving round turbulent thermals,
puffs, starting plumes and starting jets, are as follows: physical
property variations are small~i.e., buoyant flows are weakly buoy-
ant so that density variations are linear functions of the degree of
mixing represented by the mixture fraction!, the flows are self-
preserving so that effects of source disturbances have been lost,
particular properties of each flow~to be specified later!are con-
served, the times of source flow for thermals and puffs are as-
sumed to be small compared to the flow times of interest, and
source flows associated with starting plumes and jets begin
abruptly and maintain steady source flow and property conditions
thereafter. Under these assumptions, the temporal variation of the
maximum streamwise~vertical! penetration distance can be ex-
pressed as follows, see Turner@4,5,19#and Morton@11#:

~xp2xo!/d5Cx~~ t2td!/t* !n (14)

where td is a virtual temporal origin used to handle source tran-
sients,t* is a characteristic time that involves a conserved prop-
erty of the flow, and the values ofCx andn vary depending upon

the particular flow being considered. Far from the source, in the
self-preserving region of the flow, the source diameter is no longer
relevant and can be eliminated from Eq.~14! to obtain the follow-
ing expression for the streamwise~vertical! penetration distance:

~xp2xo!/x* 5Cx (15)

wherex* is a characteristic streamwise distance that involves a
conserved property of the flow. Finally, within the self-preserving
region, the radial penetration of the flows can be expressed as
follows:

r p /~xp2xo!5Cr (16)

where the value ofCr varies depending upon the particular flow
being considered. Expressions forn, t* , andx* in Eqs.~14!–~16!
can be found from the conserved property of each flow: the source
specific buoyancy force,Bo , for thermals; the source specific mo-
mentum forceMo , for puffs; the source specific buoyancy flux,
Ḃo , for starting plumes; and the source specific momentum flux,
Ṁo for starting jets. Given the conserved property of the flow,
scaling considerations yield expressions forn, t* , andx* as de-
scribed in detail by Turner@4,5,19#and Morton@11#, among oth-
ers. Specific expressions of this type for round turbulent thermals,
puffs, starting plumes and starting jets, in still, unstratified and
uniform fluids~all for uniform or given average source properties!
from Sangras et al.@1# and Diez et al.@2,3# are summarized in
Table 2 for reference purposes during the present investigation.

Results and Discussion

Overview. Note that the present flows involve either
downwardly-injected nonbuoyant puffs and starting jets, or down-
wardly injected, negatively buoyant thermals and starting plumes.
Rather than presenting the flows in this manner, however, they
have been inverted in the following to show them as either up-
wardly injected nonbuoyant puffs and starting jets or upwardly
injected, positively buoyant thermals and starting plumes. This
was done due to the greater familiarity of most individuals with
rising positively-buoyant flows. It should be noted that both rising
and falling buoyant flows involve progressive approach of the
flow density to the ambient density with increasing distance from
the source, however, so that they have correspondingly similar
buoyant flow properties.

Thermals. The test conditions for measurements of the prop-
erties of thermals in crossflow are summarized in Table 1, a visu-
alization of a typical thermal in crossflow~inverted to appear to be
a positively-buoyant flow as just noted! is illustrated in Fig. 1.
These images include side and bottom views of a typical thermal,
taken at the time when the thermal had reached the largest dis-
tance from the source where both the source and the thermal could
be observed on one image. The length scale that appears on the
images is appropriate for streamwise, radial and crosstream direc-

Table 2 Summary of equations for the self-preserving penetra-
tion properties of round turbulent thermals, puffs, starting
plumes and starting jets in unstratified still fluids a

Conserved Property n t* x*

Thermal:
Bo5Qoguro2r`u/r` 1/2 (d4/Bo)

1/2 (Bo
1/2(t2td))

1/2

Puff:
Mo5Qouo 1/4 d4/Mo (Mo~t2td))

1/4

Starting Plume:
Ḃo5Q̇oguro2r`u/r`

3/4 (d4/Ḃo)
1/3 (Ḃo

1/3(t2td))
3/4

Starting Jet:
Ṁo5Q̇ouo

1/2 (d2/Ṁo)
1/2 (Ṁo

1/2(t2td))
1/2

aCommon equations: Streamwise penetration~d included!: (xp2xo!/d5Cx~~t
2td!/t* )n. Streamwise penetration~d excluded!: (xp2xo!/x* 5Cx. Radial penetra-
tion: rp /~xp2xo)5Cr.
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tions. The thermal consists of a leading bulbous element mainly
consisting of a starting circular vortex which is quite clearly seen
in the bottom view. Given a sufficient amount of source fluid, the
starting vortex is followed by a trailing plume-like region that
extends from the bottom of the bulbous element. Progressive
growth of the bulbous element suggests that the trailing plume-
like region is being engulfed by the leading vortex. This engulf-
ment process is relatively slow, however, and the thermals could
not be observed far enough from the source for the trailing plume-
like portion to be completely engulfed. In general, the thermals
became turbulent within five source diameters from the source in
the streamwise~vertical!direction and the dimensions of the ther-
mals progressively increased with increasing distance from the
source. The overall impression given by the visualizations of the
thermals was that they rose in the streamwise~vertical! direction
in the same manner as thermals in still fluids and that they were
simply wafted along by the crossflow at the same time. The
present self-preserving scaling considerations of the penetration
properties of thermals were carried out based on this observation,
as discussed next.

The assumptions for consideration of the scaling of self-
preserving thermals in crossflow were the same as for thermals in
still flow that were discussed earlier, and these assumptions will
not be repeated here. In addition, the crossflow~horizontal!mo-
tion was assumed to be a uniform crossflow having negligible
slip, whereas the streamwise~vertical!motion was assumed to be
equivalent to the streamwise motion of a self-preserving thermal
in a uniform and still environment. Thus, the maximum
crosstream~horizontal!penetration distance was found from the

no-slip convection approximation, which implies that the flow
moves in the crosstream~horizontal!direction at the crosstream
~horizontal!velocity, as follows:

~yp2yo!/d5Cy~v`~ t2td!/d! (17)

The diameterd factors out of Eq.~17! immediately to provide an
equation in the self-preserving region that is properly independent
of d. Penetration in the streamwise~vertical!and radial directions
is still given by Eqs.~14!–~16!, with the conserved property in the
streamwise direction given byBo , and with values ofn, t* , and
x* the same as for thermals in a still fluid from Table 2; these
properties of self-preserving thermals in crossflow are summa-
rized in Table 3 for comparison with the other flows in uniform
crossflow considered during the present investigation.

Evaluation of the present self-preserving scaling relationships
for thermals in uniform crossflow, as well as the best-fit values of
Cy , Cx , and Cr and xo /d based on the present measurements,
will be considered next. The crosstream penetration distances of
thermals in uniform crossflow are plotted in Fig. 2 according to
the no-slip convection approximation. These results indicate that
this approximation is satisfied for present measurements of ther-
mals in crossflow, which extend from a crossflow displacement
near zero, withCy51.0 andyo /d50. Normalized streamwise and
radial penetration distances of thermals in crossflow are plotted
according to the self-preserving relationships of Eqs.~15! and
~16!, with n51/2, andx* for thermals in crossflow from Table 3,
in Fig. 3. Near-source behavior differs depending on the source
properties for each test condition and distance from the source but

Fig. 1 Visualization of a thermal in crossflow „dÄ3.2 mm, ReoÄ4,000, ro Õr`Ä1.150, Qo Õ„A od …Ä223, øMt Õd
Ä19, u o Õv `Ä11 and tÄ5.6 s…
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the thermals become self-preserving for these properties for (xp
2xo)/d.40– 50, which is similar to the behavior of thermals in
still fluids. Best-fit values ofCx , Cr , and xo /d are readily ob-
tained from the measurements and are summarized in Table 4 for
comparison with corresponding results for thermals in still fluids.
The magnitudes of these parameters are similar for the two flows
although values ofCr suggest that thermals in still fluids have
significantly larger penetration radii than those in crossflows. The
reasons for this behavior, however, are not known at the present
time.

Puffs. The test conditions for measurements of puffs in cross-
flow are summarized in Table 1. Visualizations of puffs in cross-
flow were qualitatively similar to those of thermals in crossflow,
illustrated in Fig. 1 and will not be repeated here. Thus, puffs in
crossflow involved a leading bulbous element which mainly con-
sisted of a starting circular vortex. Given a sufficient amount of
source fluid, the starting vortex was followed by a trailing jet-like
region that extended from the bottom of the bulbous element.
Similar to thermals, progressive growth of the bulbous element
suggested that the trailing jet-like region was being engulfed by
the leading vortex. Present results, however, were generally ob-
tained before the trailing jet-like region was completely engulfed.
Similar to thermals, the puffs became turbulent within five source

diameters from the source in the streamwise~vertical! direction
and the dimensions of the puffs progressively increased with in-
creasing distance from the source. Finally, similar to thermals in
crossflow, it generally appeared that the puffs in crossflow moved
in the streamwise direction in the same manner as puffs in still
fluids and that they were simply wafted along by the crossflow at
the same time. The present self-preserving scaling considerations
of the penetration properties of puffs were carried out based on
this observation, as discussed next.

The assumptions for consideration of the scaling of self-
preserving puffs in crossflow were the same as for puffs in still
fluid as discussed earlier and these assumptions will not be re-
peated here. In addition, measurements of crossflow motion
showed that the no-slip convection approximation was quite rea-
sonable, with Eq.~17! satisfied forCy51.0 andyo /d50 as dis-
cussed for thermals in connection with Fig. 2. Penetration in the
streamwise~vertical! and radial directions was still given by Eqs.
~14!–~16!, with the conserved property in this direction given by
Mo , and with values ofn, t* , andx* the same as for puffs in still
fluid from Table 2; these properties of self-preserving puffs in
crossflow are summarized in Table 3, as before.

The evaluation of the present self-preserving scaling relation-
ships for puffs in crossflow, as well as the best-fit values ofCx ,
Cr , and xo /d based on the measurements, will be considered
next. Normalized radial and streamwise penetration distances of
puffs in crossflow are plotted according to the self-preserving re-
lationships of Eqs.~15! and~16!, with n51/4 andx* for puffs in
crossflow from Table 3, in Fig. 4. Similar to the other flows that
were studied, near-source behavior differs depending on source
properties for each condition and distance from the source but the
puffs become self-preserving for these properties for (xp2xo)/d
.40– 50 which is similar to the behavior of puffs in still fluids.
Best-fit values ofCx , Cr , andxo /d from the self-preserving mea-
surements illustrated in Fig. 4 for puffs are summarized in Table
4. The values for puffs in still fluids and crossflow are similar to
each other in Table 4 but the values ofCr suggest enhanced radial
growth of puffs in still fluids compared to crossflow, similar to the
observations for thermals; the reasons for this behavior also are
not known at the present time.

Table 3 Summary of equations for the self-preserving penetra-
tion properties of round turbulent thermals, puffs, starting
plumes and starting jets in unstratified uniform crossflow a

Conserved Property n t* x*

Thermal:
Bo5Qoguro2r`u/r` 1/2 (d4/Bo)

1/2 (Bo
1/2(t2td))

1/2

Puff:
Mo5Qouo 1/4 d4/Mo (Mo~t2td))

1/4

Starting Plume:
Bo85Q̇oguro2r`u/(r`v`) 2/3 (d3/Bo8)

1/3 (Bo8
1/2(t2td))

2/3

Starting Jet:
Mo85Q̇ouo /v`

1/3 d3/Mo8 (Mo8
1/2(t2td))

1/3

aCommon equations: Streamwise penetration~d included!: (xp2xo!/d5Cx~~t
2td!/t* )n. Streamwise penetration~d excluded!: (xp2xo!/x* 5Cx. Radial penetra-
tion: rp /~xp2xo)5Cr. Half-width penetration: wp /~xp2xo)5Cw. Crosstream pen-
etration~d included!: (yp2yo!/d5Cy~v`(t2td!/d).

Fig. 2 Crosstream „horizontal … penetration distance of ther-
mals in crossflow as a function of time

Fig. 3 Radial and streamwise „vertical… penetration distances
of thermals in crossflow as functions of streamwise „vertical…
penetration distance
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Starting Plumes. The test conditions for measurements of the
properties of starting plumes in crossflow are summarized in Table
1, a visualization of a typical starting plume in crossflow is illus-
trated in Fig. 5. Similar to the earlier visualization of a thermal in
Fig. 1, these images include side and bottom views of a typical
starting plume, taken at the time when the plume had reached the
largest distance from the source where the source and the tip of
the starting plume could be observed on one image. The length
scales that appear on the images are appropriate for streamwise,
radial and crosstream directions. An interesting feature of this
visualization is that turbulent distortions of the lower surface of
the flow~the side facing the source! are smoothed out because this
region is stable to buoyant disturbances whereas turbulent distor-
tions of the upper surface of the flow~the side facing away from
the source!are enhanced because this region is unstable to buoy-
ant disturbances. Next, the vertical self-preserving penetration ve-
locity of starting plumes in crossflow progressively decreases with

increasing vertical distance~This velocity is proportional to (t
2td)21/4 if the crossflow velocity is small compared to the
streamwise velocity and the starting plume is nearly vertical from
Table 2; whereas this velocity is proportional to (t2td)21/3 if the
crossflow velocity is large compared to the streamwise velocity
and the starting plume is nearly horizontal as will be demonstrated
subsequently!. As a result, the streamwise velocity eventually be-
comes small and the trajectory of the starting plume in crossflow
becomes nearly horizontal far from the source where self-
preserving flow is approached as illustrated in Fig. 5. When this
condition is reached the aspect ratio~ratio of crosstream/
streamwise penetration distances! of the flow is quite large and the
streamwise penetration of the flow approximates a two-
dimensional horizontal line thermal in a still fluid. Then, stream-
wise motion of the line thermal, retarded along its sides by the
ambient fluid, naturally leads to the flow becoming two nearly
horizontal counter-rotating vortices aligned along the axis of the
starting plume as a whole. Evidence for this behavior is provided
by the bottom view of the flow in Fig. 5, where the darker regions
associated with the two vortices are separated by the lighter region
between them. Clearly, this observation implies that the self-
preserving motion in the streamwise direction should be based on
a horizontal line thermal in a still fluid, rather than a starting
plume in a still fluid for a starting plume in crossflow, even when
the crosstream velocity is small. Finally, the two vortex basic flow
configuration implies that maximum radial penetration normal to
the flow axis in a vertical plane,r p , and maximum radial penetra-
tion normal to the flow axis in a horizontal plane, taken as a
maximum mean half-width,wp , are not the same. Notably, the
numerical simulations of plumes in crossflow due to Baum et al.
@34# exhibit qualitatively similar behavior.

The assumptions for consideration of the scaling of self-
preserving starting plumes in crossflow were the same as for
buoyant thermals and starting plumes in still fluid discussed ear-
lier and these assumptions will not be repeated here. In addition,
measurements of crossflow motion showed that the no-slip con-
vection approximation was quite reasonable, with Eq.~17! satis-
fied by Cy51.0 andyo /d50, as discussed for thermals in con-
nection with Fig. 2. Penetration in the streamwise,xp , and radial,
r p , directions was still given by Eqs.~14!–~16!. The conserved
property in the streamwise direction is given by the source spe-
cific buoyancy flux per unit length of the line thermal,Bo8 , asso-
ciated with motion in this direction. The equation used to compute
Bo8 is summarized in Table 3. Values ofn, t* , andx* were found
in the same manner as for thermals and starting plumes in still
fluid; these properties of starting plumes in crossflow are also
summarized in Table 3 for convenience in comparing with other
flows having uniform crossflow considered during the present in-
vestigation. Finally, radial penetration in the horizontal plane at

Fig. 4 Radial and streamwise „vertical … penetration distances
of puffs in crossflow as functions of streamwise „vertical… pen-
etration distance

Table 4 Summary of the empirical parameters for the self-preserving penetration properties of round turbulent thermals, puffs,
starting plumes and starting jets in unstratified still and uniformly crossflowing fluids a

Source
Ambient

Flow Reo

,Mt or
,Mp /d uo /v` (xp2xo!/d Cx Cr Cw xo /d

Thermal:
Diez et al.@3# Still 4,000–11,000 8–34 ` 0–110 2.7~0.05! 0.19~0.003! ¯ 8.0~0.7!
Present Crsfl. 2,500–15,000 7–35 4–35 0–200 2.8~0.05! 0.15~0.006! ¯ 212.5~1.5!

Puff:
Diez et al.@2# Still 3,000–12,000 ` ` 0–100 2.6~0.06! 0.17~0.005! ¯ 8.5~2.0!
Present Crsfl. 3,000–16,000 ` 7–27 0–160 3.6~0.03! 0.12~0.003! ¯ 220.6~2.5!

Starting Plume:
Diez et al.@3# Still 4,000–11,000 9–74 ` 0–110 2.7~0.05! 0.16~0.006! ¯ 7.0~1.7!
Present Crsfl. 2,500–15,000 5–88 4–35 0–200 1.5~0.03! 0.24~0.005! 0.41~0.009! 17.9~3.1!

Starting Jet:
Diez et al.@2# Still 3,000–12,000 ` ` 0–140 2.8~0.06! 0.15~0.003! ¯ 0.0
Present Crsfl. 3,000–16,000 ` 7–27 0–160 2.2~0.04! 0.20~0.004! 0.30~0.007! 2.0~3.7!

aSelf-preserving behavior as summarized here was observed beyond 20–30 source diameters from the source for flows in still fluids and beyond 40–50 source diameters from
the source for flows in uniformly crossflowing fluids. Experimental uncertainties~95 percent confidence! in parenthesis. Also Cy51.0 and yo /d50.0.
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self-preserving conditions, represented by the half-width param-
eterwp , is given by an expression analogous to Eq.~16! for r p ,
as follows:

wp /~xp2xo!5Cw (18)

Evaluation of the present self-preserving scaling relationships
for starting plumes in uniform crossflow, as well as best-fit values
of Cx , Cr , Cw , andxo /d based on present measurements, will be
considered next. Normalized radial, half-width and streamwise
penetration distances of starting plumes in crossflow are plotted
according to the self-preserving relationships of Eqs.~15!, ~16!,
and ~18!, with n52/3 andx* for starting plumes in crossflow
from Table 3, in Fig. 6. Near-source behavior varies depending on
the source properties for each test condition and distance from the
source but the starting plumes become self-preserving for all
properties when (xp2xo)/d.40– 50, similar to the other transient
flows in crossflow that were considered. Best-fit values ofCx ,
Cr , Cw , and xo /d are readily obtained from the measurements
and are summarized in Table 4 for comparison with the corre-
sponding results for other flows. The order of magnitude of these
parameters is similar to the other flows studied during the present
investigation. The details differ, however, because the counter-
rotating vortex structure causesCr to be larger for starting plumes
in crossflow than in still fluids, whereasCw is even larger yet as a
result of the vortex structure.

Finally, the steady-state trajectory of a starting plume in cross-
flow can be observed by letting the flow run for a time after the tip

of the plume has passed a given location. Then the trajectory for
steady plumes in crossflow can be obtained by noting that (xps
2xos), r ps andwps are now functions of general displacement in
the crosstream direction, (y2yo), rather than just a particular
penetration distance. Then eliminating time from the expression
for x* for starting plumes in crossflow in Table 3, noting that the
no-slip convection approximation in the crosstream direction im-
plies that (t2td)5(y2yo)/v` and recalling thatCy51, a new
scaling relationship for the streamwise penetration distance for a
steady plume in crossflow is found as follows:

~xps2xos!/xs* 5Cxs (19)

where the associated conserved property in the streamwise direc-
tion, Bo8 , andn andxs* are summarized in Table 5. Similarly, the
other steady penetration properties of steady plumes in crossflow
are found from equations analogous to Eqs.~16! and ~18!, as
follows:

r ps /~xps2xos!5Crs (20)

and

wps /~xps2xos!5Cws (21)

Present measurements of the trajectory properties of steady
plumes in crossflow are plotted according to Eqs.~19!–~21! as
functions of the normalized streamwise penetration distance in
Fig. 7. Similar to earlier results for starting plumes in crossflow,

Fig. 5 Visualization of a starting plume in crossflow „dÄ6.4 mm, ReoÄ5,000, ro Õr`Ä1.150, øMp ÕdÄ10,
u o Õv `Ä7 and tÄ3.4 s…
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self-preserving penetration properties are reached for the steady
plumes in crossflow when (xps2xos)/d.40– 50. The correspond-
ing values ofCxs , Crs , andCws are summarized in Table 5. In
general,Crs.Cr andCws.Cw for plumes in crossflow, suggest-
ing gradual growth of the flow crossection of the plume until
steady-state conditions are reached combined with greater hori-
zontal width than vertical height due to the presence of the two
parallel vortices along the axes of the plumes. Finally,xos.xo for

plumes in crossflow due to the increase ofxp at each crosstream
position,y, as steady-state conditions are approached.

Starting Jets. The test conditions for measurements of the
properties of starting jets in crossflow are summarized in Table 1.
Visualizations of starting jets in crossflow were qualitatively simi-
lar to those of starting plumes in crossflow, illustrated in Fig. 5,
and will not be repeated here. One change, however, is that buoy-
ant stability is not an issue for starting jets; therefore, turbulent
distortion of the boundary of the jets was similar in all directions
around the axis of the jet. Similar to starting plumes, the stream-
wise self-preserving penetration velocity of starting jets in cross-
flow progressively decreases with increasing vertical distance
~This velocity is proportional to (t2td)21/2 if the crossflow veloc-
ity is small compared to the streamwise velocity and the starting
jet is nearly vertical from Table 2; whereas this velocity is pro-
portional to (t2td)22/3 if the crossflow velocity is large compared
to the streamwise velocity and the starting jet is nearly horizontal
as will be demonstrated subsequently!. As a result, the streamwise
velocity eventually becomes small and the trajectory of the start-
ing jets in crossflow becomes nearly horizontal far from the
source where self-preserving flow is approached, giving a general
appearance similar to the starting plume in crossflow illustrated in
Fig. 5. When this condition is reached the aspect ratio~ratio of
crosstream/streamwise penetration distances! of the flow is quite
large and the streamwise penetration of the flow approximates a
two-dimensional horizontal line puff in a still fluid. Then, stream-
wise motion of the line puff, retarded along its sides by the am-
bient fluid, naturally leads to the flow becoming two nearly hori-
zontal counter-rotating vortices aligned along the axis of the
starting jet as a whole. Evidence for this behavior was provided by
the bottom views of the flow, which yielded images very similar

Fig. 6 Radial, half-width and streamwise „vertical … penetration
distances of starting plumes in crossflow as functions of
streamwise „vertical … penetration distance

Table 5 Summary of equations and empirical parameters for
the self-preserving penetration properties of steady plumes
and jets in unstratified and uniformly crossflowing fluids a

Flow Conserved Property n xs*

Plume Bo85Q̇oguro2r`u/(r`v`) 2/3 (Bo8
1/2(y2yos!/v`)2/3

Jet Mo85Q̇ouo /v` 1/3 (Mo8(y2yos!/v`)1/3

Flowb Cxs Crs Cws xos/d

Plume 1.9~0.08! 0.36~0.008! 0.49~0.015! 25.6~4.5!
Jet 2.3~0.08! 0.23~0.005! 0.31~0.011! 6.1~2.7!

aCommon equations: Streamwise penetration: (xps2xos!/xs* 5Cxs. Radial penetra-
tion: rps/~xps2xos)5Crs. Half-width penetration: wps/~xps2xos)5Cws.
bSelf-preserving behavior summarized here was observed for the test conditions sum-
marized in Table 4 for starting plumes and jets beyond (xpo2xos!/d.40– 50. Experi-
mental uncertainties~95 percent confidence! in parentheses. Also Cy5Cys51 and
yo5yos50.0.

Fig. 7 Radial, half-width and streamwise „vertical… penetration
distances of steady plumes in crossflow as functions of
streamwise „vertical … penetration distance
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to the two-vortex images seen in the bottom view of the starting
plume in crossflow illustrated in Fig. 5. Thus, the geometrical
features of the flow structure of starting jets and plumes in cross-
flow are similar, with the properties of each crossection of the
flow characterized by radial penetration,r p , normal to the flow
axis in a vertical plane, and radial penetration normal to the flow
axis in a horizontal plane characterized by the half-width,wp .

The assumptions for consideration of the scaling of self-
preserving starting jets in crossflow were the same assumptions as
nonbuoyant puffs and starting jets in still fluids discussed earlier
and these assumptions will not be repeated here. In addition, mea-
surements of crossflow motion showed that the no-slip convection
approximation was quite reasonable, with Eq.~17! satisfied by
Cy51.0 andyo /d50. Penetration in streamwise,xp , radial, r p ,
and half-width,wp , directions was still given by Eqs.~14!, ~16!,
and ~18!. The conserved property in the streamwise direction is
given by the source specific momentum flux per unit length of the
line puff, Mo8 , associated with motion in this direction. Values of
n, t* , and x* were found in the same manner as for puffs and
starting jets in still fluid. The resulting values ofMo8 , n, t* , and
x* are summarized in Table 3 for convenience in comparing these
properties with other flows in crossflow considered during the
present investigation.

Evaluation of the self-preserving scaling relationships for start-
ing jets in crossflow, as well as best-fit values ofCx , Cr , Cw , and
xo /d based on the present measurements, will be considered next.
Normalized radial, half-width and streamwise penetration dis-
tances of starting jets in crossflow are plotted according to the
self-preserving relationships of Eqs.~15!, ~16!, and~18!, with n
51/3 andx* for starting jets in crossflow from Table 3, in Fig. 8.
Near-source behavior varies depending on the source properties
for each test condition but the starting jets become self-preserving
for all properties when (xp2xo)/d.40– 50, similar to the other
transient flows in crossflow that were considered. Best-fit values
of Cx , Cr , Cw , andxo /d are readily obtained from the measure-
ments and are summarized in Table 4 for comparison with the
corresponding results for the other flows. The order of magnitude
of these parameters is similar to the other flows studied during the
present investigation. The values ofCr are larger for starting jets
in crossflow than in still fluids, whereas the value ofCw.Cr as a
result of the two-vortex structure of the flow.

Finally, steady-state trajectories were observed for starting jets
in crossflow similar to the starting plumes in crossflow. The tra-
jectories were found for self-preserving conditions for starting jets
similar to the earlier discussion of steady-state trajectories for
starting plumes. Penetration properties of the steady jets in cross-
flow, e.g.,xps , r ps , andwps , are still given by Eqs.~19!–~21! but
with the associated conserved properties in the streamwise direc-
tion, Mo8 , andn andxs* as summarized in Table 5.

Present measurements of the trajectory properties of steady jets
in crossflow are plotted according to Eqs.~19!–~21! as functions
of normalized streamwise penetration distance in Fig. 9. As be-
fore, self-preserving penetration properties are reached for steady
plumes in crossflow when (xps2xos)/d.40– 50. The correspond-
ing values ofCxs , Crs , andCws are summarized in Table 5. In
general,Crs andCws are smaller for jets than plumes for the same
reasons mentioned earlier for comparison ofCr andCw for these
flows. Finally,xos.xo for jets in crossflow due to the increase of
xp at each crosstream position,y, as steady-state conditions are
approached.

Conclusions
Scaling relationships for the temporal development of round

turbulent thermals, puffs, and starting plumes and starting jets,
were evaluated based on experiments emphasizing self-preserving
behavior in unstratified crossflows having uniform velocities. The
test conditions consisted of dye-containing fresh~for nonbuoyant
flows! and salt water~for buoyant flows!sources injected verti-

cally downward into crossflowing fresh water within a water
channel. The test conditions consisted of source exit diameters of
3.2 and 6.4 mm, source passage lengths in excess of 50 source
exit diameters, source Reynolds numbers of 2,500–16,000,
source/ambient velocity ratios of 4–35, source/ambient density
ratios~for buoyant flows! of 1.073 and 1.150, volumes of injector
source fluid~for thermals and puffs! consisting of 16–318 source
diameters, vertical penetration distances of 0–200 source diam-
eters and 0–13 Morton length scales~for buoyant flows!and hori-
zontal penetration distances of 0–620 source diameters. Major
conclusions of the study are as follows:

1! The flows became turbulent near the source exit, at stream-
wise distances of 0–5 source diameters from the source; although
near-source behavior varied significantly with source properties
and distance from the source, self-preserving behavior for all pen-
etration properties generally was observed at streamwise~vertical!
distances greater than 40–50 source diameters from the source.

2! For all the flows in crossflow considered during the present
study, crosstream~horizontal!penetration of the flows was well
represented by the no-slip convection approximation.

3! For all the flows in crossflow considered during the present
study, streamwise~vertical! motion at self-preserving conditions
scaled in a more complex way than crosstream~horizontal!mo-
tion. For puffs and thermals, self-preserving motion in the stream-
wise direction was identical to the self-preserving motion of the
same flow in a still fluid. For starting jets and plumes, however,
the self-preserving streamwise motion of these flows scaled ac-
cording to associated flows, e.g., according to a horizontal line
puff in a still fluid for a starting jet in crossflow and according to

Fig. 8 Radial, half-width and streamwise „vertical… penetration
distances of starting jets in crossflow as functions of stream-
wise penetration distance
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a horizontal line thermal in a still fluid for a starting plume in
crossflow. This latter behavior for buoyant flows is qualitatively
similar to the results of numerical simulations due to Baum et al.
@34#.

4! Turbulent distortion of starting jets in crossflow is similar
for all azimuthal angles around the axis of the flow. This is not the
case for starting plumes in crossflow, however, where distortion
on the side toward the source is retarded due to the buoyant sta-
bility of this region whereas distortion on the side away from the
source is enhanced due to the buoyant instability of this region.

5! Combining the no-slip convection approximation in the
crosstream direction with self-preserving scaling in the stream-
wise direction yielded good predictions of the penetration trajec-
tories within the self-preserving region of the flows. In addition,
the same approach was successfully applied to correlating the
steady trajectories of nonbuoyant jets and buoyant plumes in uni-
form crossflows.

It is somewhat surprising that the presence of crossflow did not
modify the range of conditions where self-preserving behavior
was observed compared to the present flows in still fluids. This
behavior may very well change in the presence of stronger cross-
flow, however, and such conditions clearly merit further study in
the future.
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Nomenclature

Ao 5 source crossectional area
Bo 5 source specific buoyancy force, Eq.~9!

Ḃo 5 source specific buoyancy flux, Eq.~3!
Bo8 5 source specific buoyancy flux per unit length for a

line thermal, Tables 3 and 5
Cr 5 radial penetration coefficient, Eq.~16!

Crs 5 radial penetration coefficient for steady plumes and
jets, Eq.~20!

Cw 5 half-width penetration coefficient, Eq.~18!
Cws 5 half-width penetration coefficient for steady plumes

and jets, Eq.~21!
Cx 5 streamwise penetration coefficient, Eq.~14!

Cxs 5 streamwise penetration coefficient for steady plumes
and jets, Eq.~19!

Cy 5 crosstream penetration coefficient, Eq.~17!
d 5 source diameter
f 5 mixture fraction, Eq.~13!
g 5 acceleration of gravity
L 5 source passage length

LQ 5 length of source passage containingQo
,Mp 5 Morton length scalefor a plume, Eq.~1!
,Mt 5 Morton length scale for a thermal, Eq.~7!
Mo 5 source specific momentum force, Eq.~8!

Ṁo 5 source specific momentum flux, Eq.~2!
Mo8 5 source specific momentum flux per unit length for a

line puff, Tables 3 and 5
n 5 time exponent, Eq.~14!

Qo 5 volume of injected source fluid
Q̇o 5 volumetric rate of injection of source fluid

Reo 5 source Reynolds number,uod/no
r 5 radial penetration normal to flow axis in a vertical

plane
t 5 time

t* 5 self-preserving time scale, Eq.~14!
u 5 streamwise~vertical! velocity
v 5 crosstream~horizontal!velocity
w 5 radial penetration normal to flow axis in a horizontal

plane
x 5 streamwise~vertical! distance

x* 5 self-preserving length scale, Eq.~15!
y 5 crosstream~horizontal!distance
n 5 kinematic viscosity
r 5 density

Subscripts

d 5 delay
p 5 maximum penetration location
s 5 steady-state flow property
o 5 source value or virtual origin location
` 5 ambient value
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Radiative Heat Transfer
Properties of Electro-Controllable
Fluids
Active control of radiation heat transfer in liquids can be accomplished with the use of a
class of fluids referred to here as electro-controllable (EC) fluids. EC fluids in general
consist of a colloidal suspension of polarizable, micron-size particles dispersed in a
carrier fluid with an appropriate dielectric constant. When an electric field is applied, the
particles redistribute in the fluid, changing from a uniformly dispersed configuration to a
tightly organized chain formation that follows the lines of the electric field, thus causing
a change in the thermal radiation transport. In an example application, experiments are
conducted and models are developed for thermal radiation transmittance through a com-
posite window featuring a central layer of EC fluid. The specific EC fluids of this study are
made of micron-sized Zeolite particles suspended in a light Silicone oil carrier fluid of
appropriate dielectric strength. The incident thermal radiation ranged in wavelength be-
tween 500 nm and 800 nm, and the strength of the applied electric field ranged from 100
V/mm to 500 V/mm. The models are applicable for both the dispersed organizational state
and the field induced chained state. Absorption was demonstrated to be the fundamental
radiation transport property enabling the control process. The EC fluid transmittance
predicted by these models are compared to the data obtained by experimental measure-
ment demonstrate very good agreement.@DOI: 10.1115/1.1621894#

Keywords: Control, Heat Transfer, Modeling, Radiation, Rheological

Introduction

Electro-controllable~EC! fluids are suspensions of highly po-
larizable, micron-sized particles suspended in a carrier fluid of
substantially different dielectric constant. When the fluid is sub-
jected to an externally applied electric field of sufficient strength,
the particles, which are initially uniformly dispersed, form particle
chains that align with the electric field lines, as illustrated in Fig.
1. Upon removal of the electric field, the particles can resume
their random distribution. The process of electrically induced
chaining is reversible.

With the onset of field-induced particle chaining, the spatially
averaged properties controlling conductive, convective and radia-
tive thermal energy transport change@1#. Zhang and Lloyd@2,3#
and more recently Yanju et al.@4# have demonstrated that radia-
tive transmittance in EC fluids is significantly increased when the
particles are in the field-induced chained state. Supporting work
has shown that control of the electric field used to drive particle
chain formation does indeed produce thermal fluid systems in
which desired levels of energy transport can be actively con-
trolled. The use of feedback control on internal particle organiza-
tion has produced the ability to control effective thermal energy
transport properties@5#. These studies motivate the development
of a model that describes the controllable elements of the proper-
ties of the fluids. This suggests the possibility that the thermal
transport properties could be controlled including the thermal ra-
diant energy transport.

With a low concentration of particles in the fully dispersed
state, under a zero-electric field condition, each particle acts to
attenuate incident radiation by either scattering or by absorption.
Upon the application of an external electric field, the process of
chain formation begins~see Fig. 1!, thus producing regions of
attenuation by the chains and regions of energy transmission by

the void regions. Both regions are aligned with the direction of the
electric field lines. This redistribution of the particles modifies the
spatially averaged radiative transmittance@6#.

Some particles scatter radiation@7,8# while others absorb radia-
tion. Scattering and absorption together are typically termed ex-
tinction. Under the assumption that the multiple scattering does
not exist, the classic Mie solution for light extinction@9–13# could
be employed to model the radiative properties of an EC fluid.

The objective of the present investigation is to experimentally
measure the radiative properties of absorption, transmission and
reflection of an EC fluid, and to identify the dominant properties
controlling radiative energy transport in EC fluids. Empirical
models for absorption, reflection and transmittance as functions of
particle size, volume fraction, radiation path length and applied
electric field strength are developed. Strategies for control of the
properties and the consequences of being able to control the prop-
erties are discussed.

Apparatus and Experimental Methods
In order to measure the radiative properties of the controllable

fluids a glass-walled composite window was constructed as shown
in Fig. 2. The composite window consisted of two pieces of 1 mm
thick soda lime glass separated by a butadiene gasket. The center
of the gasket was cut to form a chamber for the EC fluid sample.
The composite window was mounted in a stainless steel support
that was designed so that the incident radiation beam was always
normal to the plane of the window.

The glass was coated with a 900 angstrom thick layer of
indium-tin oxide~ITO! that served as the electrodes. This resulted
in a uniformly distributed electric field across the window glass
and through the EC fluid. The 900 angstrom coating resulted in a
normal transmittance through the coated glass of 92 percent total
transmission.

Other components in the apparatus~Fig. 3! used for taking
radiative transport data consisted of a PC-based spectrometer, a
tungsten-halogen lamp and associated optics. The light source
provided energy in the wavelength range of 500 nm to 800 nm.
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Radiative energy was transmitted to the composite window using
a 400mm fiber optic cable with a 3-millimeter diameter collimat-
ing lens attached to its end. Radiation transmitted through the
window was received by a similar collimating lens, which was
positioned normal to the composite window connected to the in-
put of the spectrometer by another fiber optic cable@14#.

The electro-controllable fluids employed in this study were
composed of particles of anhydrous crystalline Zeolite suspended
in polysiloxane silicone oil. To insure control of water adsorption,
and repeatability of experiments, the particles were baked at
150°C for 30 min. Measurements of particle weight were used
during the baking process to determine when the particles were
dry. Figure 4 shows an electron micrograph of 25 micron diameter
Zeolite particles.

To insure uniform dispersion of the particles, the suspension
was stirred prior to each experiment for 10 min, and then allowed
to set for 10 min to eliminate all air bubbles created during the

stirring process. Prior to filling the cavity of the EC fluid window,
baseline transmittance through the glass windows filled only with
silicone oil was measured.

Parameters of the EC fluids studied and their ranges are given
as follows:

• Particles of 11, 25, and 40-micron diameters were studied
• Particle volume fractions varied from 0.0025~0.25 percent!

to 0.0150~1.5 percent!
• Electric field strengths ranged fromVf5100Vrms/mm to Vf

5500Vrms/mm, at a frequency of 60 Hz
• Path lengths were varied between 0.7 mm and 2.2 mm

Model Development
Thermal radiation energy transport in an absorbing, emitting,

and/or scattering medium is described by the radiation transfer
equation@15#. Since operating temperatures involved with EC flu-
ids are typically low, the contribution due to emission is ne-
glected. Transport of a beam of energy of wavelengthl passing
through a medium is a function of the transport properties of the
medium and the path length through the medium, 0<s<L. The
change in intensity of an incident beam,I, due to absorption in the
distanceds is thus written as

dIabs52klIds (1)

where the negative sign denotes a decrease in intensity, andkl is
the absorption coefficient. Similarly, the portion of the energy
traveling through the medium that is redirected or scattered is
given as

dIsca52slIds (2)

where sl is the scatteringcoefficient for all directions. When
emission and in-scattering are neglected~i.e. blL!1), and if the
medium is homogeneous, the simple Beer’s Law relationship is
appropriate

I ~s!5I ~0!e2bls (3)

where

bl5kl1sl (4)

is the extinction coefficient for the medium. For a particulate me-
dium, the extinction coefficient may be written as

bl5N~Csca1Cabs! (5)

whereN is the number of particles per unit volume andCsca and
Cabs are the scattering and absorption cross-sections. Beer’s Law
gives an expression for the intensity of radiation at any points
along the path length as a fraction of the intensity entering the
medium ats50. The ratioI (s)/I (0) is the transmittance, and is
denoted by the symbolt.

Fig. 1 Conceptual schematic of EC fluids

Fig. 2 Schematic of EC fluid window

Fig. 3 Schematic of experimental apparatus

Fig. 4 Zeolite particles, average diameter 25 microns
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A beam of light is attenuated by both absorption and scattering.
Although absorption may be the dominant mode of attenuation,
scattering is never entirely absent@13#. If the effect of scattering is
minimal, the absorption can be modeled as the sole cause of
attenuation.

Attenuation by particles is related to their size and optical prop-
erties. An electron micrograph of Zeolite, in Fig. 4, shows that the
surface of the Zeolite particles is rough and dominated by pockets
on the order of microns. Zeolite particles thus are expected exhibit
significant absorption by multiple reflections within the pockets
on its surface@15#, which suggests that the particles may be mod-
eled as black.

Since the surface characteristics indicate that absorption will be
strong, we may presume that the absorptive indexk is reasonably
large. Considering the radiation wavelengths employed in this in-
vestigation, one can see that the value of the parameter

kx52kpa/l (6)

will be much greater than one. Therefore, we may treat the par-
ticles as large opaque spheres and invoke the extinction paradox,
which states that a large particle will remove twice the amount of
light from an incident beam as it can intercept. Hence, the extinc-
tion efficiency, defined as

Qext5Cext /pa2 (7)

where

Cext5Cabs1Csca (8)

will always have a value of exactly two@9#. Since particles of this
size are described well by geometric optics, where the projected
area of a particle for absorption and reflection ispa2, half of this
extinction efficiency is due to diffraction. Exactly how much of
the other half is due to absorption, and how much is due to re-
flection, will depend upon the reflectivity of the particle surface.

In an effort to determine the role of reflection in the energy
transport through the EC fluid, the light sensor of the spectrometer
was moved in small increments along a direction transverse to the
incident beam and transmittance levels were measured. The re-
sults clearly showed that there was negligible transmittance in
directions other than that of the beam@14#. Hence, it was assumed
that the dominant mode of attenuation in these EC fluids is ab-
sorption and that reflection played at most a minor role.

Equation~3! may then be rewritten as~under the assumption of
uniform distribution of the particles!

t5e2blL (9)

Combining Eqs.~5!, ~7!, and ~8! yields an expression for the
extinction coefficient

bl5pa2NQext (10)

The number of particles per unit volume may then be expressed as

N5
f v

Volumeparticle
(11)

and if the particles can be modeled as spheres of uniform size, this
equation becomes

N5
3 f v

4pa3
(12)

Substituting Eq.~12! into Eqs.~9! and~10! yields a simple model
for transmittance in terms of the EC fluid particle volume fraction,
path length and particle size

t5e23 f vL/2a (13)

The extinction coefficient is

bl5
3 f v

2a
(14)

Consider now the case where the particles form chains in the
presence of an electric fieldVf with field lines oriented parallel to
a beam of incident radiant energy. We assume also that a uniform
incident energy beam illuminates the EC fluid. The beam can be
thought of as a cylinder of cross-sectional areaACS, and its length
is the path lengthL. Experimental observations@16# revealed that
the optical path can be characterized as two parallel paths: one
defined by the presence of the particle chains and by the presence
of tubes of fluid and a small number of unchained particles at
more or less random locations.

In some preliminary experiments, the authors observed that the
base of the field-induced chains, which is immediately adjacent to
the electrodes, contains multiple particles that form a typically
conical geometry@16#. The incident radiant energy is completely
absorbed by the particles of the base of these cones. There is then
a portion of the cross-sectional area of the cylindrical volume
(ACS) that is completely blocked by the cumulative area defined
by the base of the chains (AB).

Consider then a beam of energy per unit area (qCS9 ) with cross-
sectionACS. As illustrated in Fig. 5, the total energy striking the
EC fluid at x50 is reduced as it passes through the fluid via two
mechanisms:~1! a complete absorption of energy in the area
blocked by the chains and their base, and~2! a partial absorption
of energy via extinction by the remaining particles which exist in
the fluid tubes. Thus, one can see that

t5S 12
AB

ACS
D •e2blL (15)

For the case whereAB5ACS transmittance will be zero, and the
case whereAB50 transmittance will be given by the model for
purely dispersed particles.

It remains now to determineAB and bl as a function of the
specific EC fluid properties and the applied field strength. The
cross-sectional area of the beam (ACS), the radiation path length
~L! and the particle volume fraction (f v) are not affected by field
strength.

As stated previously, visual experimental observations revealed
that a number of particles present in the EC fluid form conical
geometries at the base of the chains@16#. The observed cone typi-
cally exhibited a tightly packed, hexagonal pattern similar to that
shown in Fig. 6.

The base of the typical chain was approximately five particle
diameters across. If we define the number of particles across the
base asn ~heren55) then the total number of particles in the base
layer is given by

PBASE5n1 (
i 51

~n21!/2

2~n2 i ! (16)

Fig. 5 Side view of volume of EC fluid with energy terms
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The area blocked by the base,AEND , is the area of the hexagon
made by connecting the center points of the particles at the verti-
ces of the hexagon of Fig. 6, the area of the outer portions of those
six particles at the vertices, and the areas of the half-circles for the
particles along the edges of the hexagon. Accordingly, the block-
ing area of the typical end of a chain is

AEND5
3@~n21!a2#

A2
1S 3~n21!26

2 Dpa216S 2

3
pa2D

(17)

The number of potential chains present now remains to be de-
termined. First, consider the number of particles that make up the
conical structure at the ends of the chains. Particles will typically
form in successive, distinct hexagonal layers of fewer particles
away from the base layer. This continues until a chain of single
particles is initiated which will in turn reach across the medium to
the counterpart base formed at the opposite electrode. Thus, par-
ticles at the electrode will form a hexagonal shape with a number
of particles across the basen. On top of that another hexagonal
layer will form of n22 particles across its base, followed by
another ofn24 particles and so on until a single particle chain is
initiated from the layer having a number of particles across its
base given byn53.

Thus the number of particles in a cone is given by

PCONE5 (
j 51

~n21!/2 F p1 (
i 51

~p21!/2

2~p2 i !G (18)

where

p5n22~ j 21! n53,5,7 . . . (19)

The number of levels present in a cone is

NLEVELS5
n21

2
(20)

Thus the total number of particles in a chain is determined by
adding the particles present in the two base cones plus the par-
ticles forming a single chain between them

PCHAIN52PCONE1~L22NLEVELS•2a!/2a (21)

Equation~21! can be rewritten as

PCHAIN52PCONE1L/2a22NLEVELS (22)

or, in terms of the relationships so far developed

PCHAIN52 (
j 51

~n21!/2 F p1 (
i 51

~p21!/2

2~p2 i !G1
L

2a
22S n21

2 D
(23)

It is also necessary to determine the number of particles available
in a specified volume (NV). Consider the ratio of volume fraction
to the volume of particles as a measure of particles per unit vol-
ume. For the illuminated volume of Fig. 5, based on the assump-
tion that the total number of particles is

NV5
f v

Vparticle
•ACSL5

3 f vACSL

4pa3
(24)

The maximum number of possible chains (Cmax) is

Cmax5
NV

PCHAIN
(25)

This leads to an expression for the maximum total blocking area
(AB) as

AB5ICmax•AEND (26)

whereICmax is defined as the integer value ofCmax. The number
of particles remaining that do not form chains,PDISP, can now be
determined

PDISP5NV2~ ICmax•PCHAIN! (27)

Naturally, when chains form there will remain a smaller volume
for the unchained particles to reside. This is given by

VDISP5ACSL2~ ICmax•PCHAIN•4/3pa3! (28)

Equation~28! is an approximation since it neglects the volume
between two particles in a chain and the region defined by an
outer shell a distance of 2a away from the cone where particles
cannot reside. This is illustrated in Fig. 7.

Thus a new volume fraction (f vr), which is the volume fraction
of the unchained particles in the reduced volume, can be deter-
mined

f vr5
4/3pa3PDISP

VDISP
(29)

This reduced volume fraction is now used in the extinction coef-
ficient term of the basic model Eq.~9!

blR5
3 f vr

2a
(30)

The primary effect of applied electric field is to form chains
from otherwise dispersed particles. Very low field strengths often
are observed to form small numbers of complete chains that reach
from one electrode to the other. The actual number of chains thus
can be less thanCmax. Large field strengths create longer chains,
approachingCmax. This gives rise to the concept of a chaining
efficiency factor, h(Vf), that is a function of field strength.
Hence, the actual number of chains formedC is

h~Vf ![
C

Cmax
(31)

An empirical relationship for chaining efficiency as a function
of field strength was determined that best-fit the experimental data

h~Vf !50.96S Vf

Vf120D
0.7

(32)

Fig. 6 Modeled particle geometry at the base of the electrode

Fig. 7 Volumes excluded in the approximation of Eq. „28…
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It must be understood that this relationship is empirical and is
representative of our experiments. The 0.96 factor is an empirical
constant that ensures thath(Vf),1. The model for transmittance
can now be written in the form:

t5F12
h~Vf !ICmax•AEND

ACS
G•e2blRL (33)

Values forICmax, AEND , andblR are determined from Eqs.~25!,
~17!, and~30!, respectively.

Experimental Uncertainty
Prior to the presentation of transmittance measurements, experi-

mental uncertainty is addressed by considering Eq.~13! and re-
writing transmittance in terms of transmitted energy through the
EC fluid ~I! divided by transmitted energy through an empty win-
dow (I o). The measured energy transmitted through the EC fluid
has been modeled as

I 5I oe23 f vL/2a (34)

Measurement error levels acceptable in experimental analysis
were determined, and the contribution due to measurement of vol-
ume fraction was found to be most critical. This was calculated by
the formula:

ERROR5FU ]I

]I o
dI oU2

1U ]I

] f v
d f vU2

1U ]I

]L
dLU2

1U ]I

]a
daU2G1/2

(35)

Maximum errors in the experimental measurement of transmitted
beam intensity were found to be 14.0 percent.

Results and Discussion
Experiments were conducted throughout the investigation in

which data from multiple trials was collected. In all cases, mea-
surements were made after sufficient time to observe a steady
measurement on the instrumentation utilized in the experimental
apparatus. In all cases, transmittance values were measured at a
wavelength of 684 nm, which was representative of the location
of average transmittance levels over the entire spectrum.

Consider first transmittance as a function of beam path length.
Energy transmitted through EC fluids with particle volume frac-
tions of 0.0025, 0.0050, and 0.0100 were first measured for path
lengths ranging from 0.8 mm to 2.2 mm with no electric field
applied. Each of these fluids used particles that had an average
diameter of 11 microns. From measured transmittances for each
volume fraction, Eq.~9! was used to determine corresponding
extinction coefficients, and these coefficients were then averaged
~K!. Figure 8 shows the measured transmittance data points plot-
ted on a natural logarithm scale with linear extinction lines drawn
using the average extinction coefficientsK.

The experimentally averaged extinction coefficients of Fig. 8
were then compared to coefficients calculated directly from Eq.
~14!. The results are tabulated in Table 1. Note that the largest
difference between experimental and calculated values is 2.6 per-
cent.

In further experimental work, transmittance through EC fluids
made with particles of varying size was measured. As stated ear-
lier, the particle diameters (2a) were 11, 25, and 40 microns
respectively. The volume fraction for each of these fluids was held
at a constant value of 0.005. Again using Eq.~9!, average extinc-
tion coefficients are determined based on these measurements.
Figure 9 shows the measured transmittance data points with ex-
tinction lines drawn using the average extinction coefficients.

Once again, these average extinction coefficients are compared
to theoretical values calculated directly from Eq.~14!, with these
results tabulated in Table 2.

Note here that the largest difference between experimental and
calculated values is 3.7 percent.

Figure 10 presents experimental data of transmittance as a func-
tion of volume fraction taken atVf5160 Vrms/mm. Superimposed
against this is a line drawn to represent the model of Eq.~33!.
Table 3 summarizes comparisons of transmittance from experi-
mental results to model prediction values. Note that the largest
error difference between experimental and calculated values is 9.8
percent.

Experimental evidence of the effect of field strength is pre-
sented in Fig. 11. Here we see that the increase in transmittance as
field strength increases is not dramatic, but is clearly significant. It
is also evident that as field strength increases, the data scatter
tends to decrease. This supports the concept that at higher field
strengths, not only is the chaining efficiency greater, but also a
higher order of uniform chain structure is realized. Thus, it is

Fig. 8 Transmittance in dispersed state for varying volume
fractions as a function of path length

Table 1 Experimentally averaged versus calculated extinction
coefficients

Volume fraction
K ~experimentally

averaged! bl ~calculated!

0.0025 0.68 0.68
0.0050 1.39 1.36
0.0100 2.80 2.73

Fig. 9 Transmittance in dispersed state for varying particle
sizes as a function of path length

Table 2 Experimental averaged versus calculated extinction
coefficients

Particle Diameter
K ~experimentally

averaged! b ~calculated!

11 mm 1.42 1.36
25 mm 0.59 0.60
40 mm 0.37 0.38
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suggested that much more predictable transmittance levels can be
obtained with higher field strengths. In the graphic, an EC fluid of
volume fraction 0.0075 was subjected to increasing field strengths
until arcing across the electrodes occurred.

Table 4 summarizes comparisons of transmittance from math-
ematically averaged experimental results to model prediction val-
ues. Note that the largest error difference between experimental
and calculated values is 6.8 percent.

Conclusions
An analytical/empirical model has been developed for EC fluids

made of Zeolite particles that describes radiative heat transfer
through a composite window. An empirical particle chaining effi-
ciency coefficient for electric field strength is proposed. This
model was developed based on the assumption that the dominant
mode of attenuation is due to absorption, and that the role of
scattering is negligible.

Experimental data was taken that shows excellent agreement
between experimental levels of transmittance and those predicted
from the model. This demonstrates that attenuation of radiation
can be predicted by treating the dominant mode of extinction as
absorption.

This basic model for describing radiative heat transfer in EC
fluids provides a useful design tool for applications utilizing the
uniquely controllable properties of EC fluids.
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Nomenclature

a 5 mean particle radius
f v 5 particle volume fraction

f vr 5 reduced volume fraction
k 5 absorptive index
u 5 direction unit vector

AB 5 area of blocking particle-chain face
ACS 5 cross-sectional area

AEND 5 area blocked by end of particle chain
C 5 actual number of particle chains

Cabs 5 absorption cross section
Cext 5 extinction cross section
Csca 5 scattering cross section

Cmax 5 maximum number of particle chains
qs9 5 beam energy per unit area

I 5 incident energy
I abs 5 incident energy absorbed
I o 5 incident energy through an empty window

I sca 5 incident energy scattered
ICmax 5 integer value of maximum number of particle chains

K 5 calculated experimental average extinction coefficient
L 5 the extinction path length of EC fluid
n 5 number of particles across chain base
N 5 number of particles per unit volume

NLEVELS5 number of particle levels in a cone
NV 5 total number of particles per volume of EC fluid

PBASE 5 number of particles in the base layer
PCHAIN 5 number of particles in a single chain
PCONE 5 number of particles in the base cone
PDISP 5 particles that do not form chains
Qext 5 extinction efficiency

s 5 directional variable
VDISP 5 reduced volume for unchained particles

Fig. 10 Transmittance in the chained particles state as a func-
tion of volume fraction „VfÄ160 Vrms Õmm, LÄ1.9 mm, 2 a
Ä11 mm…

Table 3 Experimental versus calculated transmittance levels
„VfÄ160 Vrms Õmm, LÄ1.9 mm, 2 aÄ11 mm…

Volume Fraction
Experimental
Transmittance

Model Prediction
~Eq. 33!

0.0025 0.77 0.83
0.0050 0.69 0.68
0.0075 0.59 0.56
0.0100 0.49 0.46
0.0125 0.41 0.37

Fig. 11 Effect of field strength on transmittance „Vf
Ä160 Vrms Õmm, LÄ1.9 mm, 2 aÄ11 mm…

Table 4 Experimental versus calculated transmittance levels
„VfÄ160 Vrms Õmm, LÄ1.9 mm, 2 aÄ11 mm…

Field Strength
(Vrms /mm)

Average
Experimental
Transmittance

Model Prediction
~Eq. 33!

100 0.44 0.47
200 0.55 0.58
300 0.61 0.62
400 0.63 0.64
500 0.64 0.65
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Vf 5 RMS voltage field strength~volts per millimeter!
Vparticle 5 volume of an individual particle

x 5 particle size parameter
b, bl 5 extinction coefficient

bR 5 reduced extinction coefficient
h 5 efficiency factor

kl 5 absorption coefficient
l 5 incident radiation wavelength

sl 5 scattering coefficient
t 5 transmittance
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Spectral Radiation Properties
of Partially Premixed Turbulent
Flames
Instantaneous spectral radiation intensities of three standard turbulent jet flames were
measured and simulated in this study. In the simulation, a recently developed technique
was adapted to reconstruct the local integral time and length scales in the flames. The
simulated radiation properties, including mean, root mean square, probability density
function, power spectral density and autocorrelation coefficient, were generally within
10% of the measurements. The macro time and length scales were found to increase with
increasing distance from the axis and the radial averages of these scales were found to
increase with down stream distance but decrease with Reynolds number.
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Introduction
This experimental and computational study is an extension of

earlier work on the spectral radiation properties of standard turbu-
lent jet flames@1,2#. Three non-sooting piloted CH4 /air flames
from the workshop of Turbulent Nonpremixed Flames~TNF! @3#
were considered in this study. Infrared~IR! flame radiation prop-
erties, including mean, root mean square~RMS!, probability den-
sity function~PDF!, power spectral density~PSD!and autocorre-
lation coefficient~r!, were derived from the measured and the
simulated instantaneous line-of-sight~LOS! spectral radiation in-
tensities (I l) as described in the appendix. Time averaged radia-
tion quantities of these flames, such as the total radiation heat loss,
were reported in Ref.@4#. The present study of transient spectral
radiation properties provides complementary and deeper informa-
tion about the radiation heat transfer particularly with regards to
the influence of turbulent fluctuations.

Accurate prediction on radiation heat transfer is important in
modeling pollutant formation@4–6#. Experimental data are nec-
essary for evaluating the radiation models. LOS spectral radiation
intensities have been widely investigated experimentally in non-
sooting @7,8# and sooting@6,9# turbulent flames. Most of these
studies, however, were limited to radiation paths defined by the
diameter of an imaginary circular cross section of the flames nor-
mal to the axis at fixed heights above the fuel injector. Extending
the measurements to multiple chord-like paths parallel to the di-
ameter in the same circular cross plane is very useful for better
understanding of turbulent-radiation interactions~TRI! as indi-
cated by recent studies@1,2#. Using a fast IR array spectrometer
~FIAS! @10#, our present measurements provide a more complete
database of radiation properties for the three non-sooting flames.
For these flames, detailed scalar property measurements have
been made and examined by others with the best available instru-
mentation over the last 5 to 10 years@3#. The availability of scalar
property measurements has contributed greatly to the studies of
radiation properties. More reliable evaluation on the radiation
models can be achieved without the uncertainties of the scalar
predictions.

Inverse interpretation of radiation properties can provide in-
sights into integral time (t I) and length scales (l I) of the scalar
fluctuations along a radiation path@1#. Although these macro
scales are important characteristics of the turbulent flames, only a

few direct measurements of these quantities have been reported.
Therefore, the behavior of macro scales in turbulent flames re-
mains an active area of interest. Faeth et al.@7# measuredl I andt I
for mixture fraction fluctuations in two turbulent carbon
monoxide/hydrogen flames by using a two-point Mie-scattering
technique. Renfro et al.@11# investigatedt I for mixture fraction
fluctuations in several turbulent non-premixed flames. They de-
rived t I from inverse interpretation of the time series of minor-
species from picosecond time-resolved laser-induced fluorescence
~PITLIF! measurements. More recently, Karpetis and Barlow re-
ported a study on mixture fraction length scales in a partially
premixed methane/air flame by using line-imaging measurements
@12#. In the present study, the tomography-like technique devel-
oped by Zheng et al.@1# is extended to reconstruct local integral
time and length scales of scalar fluctuations along the radiation
paths. The tomography-like technique includes inverse time and
space series~TASS! calculations based on fitting the calculated
RMS values and the autocorrelation coefficients ofI l to the ex-
perimental data.

Experimental Method
The radiation measurements for the three piloted CH4 /air

flames were conducted at the Turbulent Combustion Laboratory at
Sandia National Laboratories. These are flames C, D, and E of the
TNF workshop with nominal jet exit Reynolds number of 13,400,
22,400, and 33,600 respectively based on exit velocity, cold gas
properties and fuel injector diameter. Flow facilities of the piloted
flames have been discussed elsewhere@13# and will only be
briefly described here. The piloted burner, on which flames are
stabilized, has a main jet diameter~D! of 7.2 mm and a pilot
diameter of 18.2 mm. The main CH4 /air jet is partially premixed
with an equivalence ratio of 3.17~25% CH4 by volume!. The lean
premixed pilot flame burns a mixture of C2H2 , H2 , CO2 , N2 and
air, having the same enthalpy and equilibrium composition as a
CH4 /air flame with an equivalence ratio of 0.77. The burner can
be moved in three dimensions for positioning. Air co-flows were
fed through a wind tunnel with a co-flow velocity of 0.9 m/s for
the piloted flames. The flow rates were carefully matched between
the radiation and the scalar measurements even though these mea-
surements were completed at different times.

For each flame, instantaneousI l for the diametric and many
chord-like paths at three heights above the fuel injector were mea-
sured using the latest version of FIAS. The spectral range of this
FIAS is from 1.4 to 4.8mm with a mean resolution of 44 nm,
covering the important molecular radiation bands of H2O and
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CO2 . The sampling rate for the individual wavelengths is 6250
Hz. The spatial resolution of the present measurements is 2 mm
based on the FIAS optics. For each radiation path, 6000 samples
were collected. The experimental uncertainties~95% confidence!
of I l measurement were of the order of 10%@2# and repeatable
within this range. The uncertainties were dominated by the effect
of finite sampling time available in the continuous scanning
process.

Computational Method
In present study, time and space series analysis~TASS! ac-

counting for two-point/two-time statistics were used first to simu-
late instantaneous realizations of the scalar properties along a non-
homogenous radiation path. Then, the instantaneousI l leaving
that path were calculated by using RADCAL program with a nar-
row band radiation model@14#. The spectral radiation properties
were extracted from the 6000 simulated realizations for each ra-
diation path. The TASS based computational method, involving a
tomography-like procedure to reconstruct the local integral time
and length scales of scalar fluctuations along the radiation paths,
has been discussed in detail elsewhere@1# and will only be briefly
described here.

In the TASS simulation, specific stochastic processes are used
to mimic the nature of turbulent fluctuations. Specifically, the tem-
poral ~t! and spatial~k! evolutions of a normalized fluctuating
scalar~z! were modeled by the following equation,

zk~t!5f1zk21~t!1f2zk~t2Dt!1ak~t! (1)

The instantaneous scalar realizations were related toz through a
mapping procedure@15#. Equation 1 can be extended to include
influence from points outside the radiation path under consider-
ation if computational resource is affordable.f1 , f2 and the stan-
dard deviation of random shock~a! can be determined by the
spatial and temporal correlation coefficients of scalar fluctuations
r(Dr ), r~Dt! @1#, which were modeled with the integral time and
length scales by the following equation,

r~Dr !5exp~2Dr / l I!,r~Dt!5exp~2Dt/t I! (2)

In this study,t I and l I were determined by an inverse calcula-
tion designed to match the RMS values and autocorrelation coef-
ficients of the measured spectral radiation intensities. The single-
point statistics~mean, PDF!of the TNF scalar data@3# were used
as the inputs to the simulation.

In a previous study@1#, the Taylor’s hypothesis was adapted to
relatel I andt I . The Taylor’s hypothesis, assuming that the turbu-
lence pattern is translated at the local mean velocity, may not hold
under some circumstances@16#. In addition, the velocity data may
not be available for some of the cases. In present study,t I and l I
were determined independently from the spectral radiation data
allowing a direct test of the Taylor’s hypothesis. A least mean
square~LMS! scheme was developed in the present work to de-
termine the best-fit macro-scales. Spectral radiation intensities at
two wavelengths~l! were considered in order to minimize the
computational time. Since the flame radiation under investigation
was dominated by band radiation from water vapor and carbon
oxide, wavelengths of (l1) 2.51 and (l2) 4.27mm were selected
to represent radiation from H2O and CO2 respectively. The pro-
cedure involved calculations of the RMS andr for the spectral
radiation intensities and is briefly described as follows,

Step 1. Guessl I andt I so that instantaneousI l can be simu-
lated.

Estimates ofl I in a CH4 /H2 /N2 jet flame from Ref.@1# were
used as the initial guesses for flame D and thet I were guessed by
using Taylor’s hypothesis. The estimates ofl I andt I for flame D
were also used as the initial guesses for flames C and E.

Step 2. Calculate RMS andr of the spectral radiation inten-
sity from the simulated instantaneous values.

Step 3.1. Obtain the square of errors~e! between calculations
~c! and data~d! in RMS for l1 andl2 .

e15~~ I lrms/I lmean!c2~ I lrms/I lmean!d!2, l5l1 (3a)

e25~~ I lrms/I lmean!c2~ I lrms/I lmean!d!2, l5l2 (3b)

Step 3.2. Obtain the square of errors inr for l1 and l2 . ~r
hasn temporal components!

e35
1

n (
i 51

n

~rc2rd!2, l5l1 (4a)

e45
1

n (
i 51

n

~rc2rd!2, l5l2 (4b)

Step 3.3. Obtain the weighted mean square error.

e5S 1

4D(
i 51

4

ei (5)

Step 4. Use the error minimization criteria to obtain new es-
timates ofl I andt I .

]e

] l I
50 and

]e

]t I
50⇒ l I ,t I (6)

Fig. 1 Temperature distributions in flames C „circle…, D
„square… and E „triangular …

1066 Õ Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



This iterative inverse process for estimation ofl I andt I involved
between 5 to 10 iterations depending on the location before con-
vergence to the least mean square error.

This methodology can also be applied to studies of premixed
flames, where the length scales are important because of their
relation to the chemical reaction rate as prescribed by the Bray-
Moss-Libby ~BML! combustion model@16#.

Scalar Property Distributions
A preview of the scalar distributions that were used as inputs

to the I l calculations is helpful in interpreting the measurements
and calculations of the radiation intensities. Figure 1 shows
the measured mean and normalized temperature fluctuations
(TRMS/Tmean) within flames C, D, and E@3#. At the axial location
of x/D530, the mean temperature distributions for the three
flames are relatively close although the flow rate increases sig-
nificantly from flame C to D and from flame D to E. The mean
temperature increases in the radial direction from the jet axis
to r /x50.05, then it decreases towards the flame edge. The
normalized temperature fluctuations in the flames, however,
reach their peak values in the region farther away from the axis
(r /x50.12).

At the downstream location ofx/D545, where the flame tip is
nearby (x/D547 for all three flames@4#!, the mean temperatures
reach their peak values of around 1900 K at the jet axis. A slight
increase of mean temperatures with the Reynolds number is ob-
served. The normalized temperature fluctuations on the contrary
have a minimum at the axis and increase to reach a maximum
farther away from the axis before decreasing to their ambient
values.

For the farthest downstream location ofx/D560 studied here,
the maximum mean temperatures and the normalized temperature
fluctuations both decrease compared to their values at thex/D
545 location. In contrast to those at the two upstream locations,
the higher Reynolds number flames show significantly higher
mean temperatures. The temperature fluctuations in the region
near the axis atx/D560 decrease with increase in the Reynolds
number.

Results and Discussion
Measurements and calculations of mean and normalized RMS

of I l emitted by flame C atl52.51 and 4.27mm are illustrated in
Figs. 2 and 3. The calculations captured the trends in the radial
distributions of the mean and the normalized RMS ofI l for dif-
ferent axial locations. The calculations were also generally in
good agreement with the measurements with differences of be-
tween 10% and 20% at most locations. The mean intensities at
l54.27 mm are about 5 times higher than those atl52.51 mm.
The mean intensities for diametric path atx/D545 are much
higher than those for the diametric paths at downstream or up-
stream locations. Atx/D530, the meanI l increases slightly from
the diametric path to the chord-like path atr /x50.05 and then
decreases to the flame edge. For the two upstream locations, the
mean intensities for chord-like paths decrease with the radial dis-
tance as a combined result of shorter radiation path and less hot
media being included. For all three axial locations, the fluctua-
tions in radiation intensities increase with the radial distance. The
radiation fluctuation levels atx/D560, however, are much higher
then those at two upstream locations. This is consistent with the
scalar distributions depicted in Fig. 1, which shows that the nor-
malized scalar fluctuations in flame C atx/D560 are much higher
than those at the upstream locations.

Fig. 2 Spectral radiation intensities of flame C at lÄ2.51 mm

Fig. 3 Spectral radiation intensities of flame C at lÄ4.27 mm
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The measurements and calculations of mean and normalized
RMS of I l emitted by flame D at the two selected wavelengths are
illustrated in Figs. 4 and 5. The calculated intensities are within
10% and 20% of the data. The mean intensities atx/D545 and 60
are 10;15% higher than those emitted by flame C due to the
increase in the mean temperatures. This change in radiation inten-
sities, however, is much smaller than the change in the flow rate,
which is around 67%. The fluctuations of radiation intensities for
the radiation paths near the axis atx/D560 are smaller than those
for flame C as a result of the lower normalized scalar fluctuations.

The measurements and calculations of mean and fluctuating
radiation intensities for flame E are depicted in Figs. 6 and 7. The
measurements and calculations are within 10 to 20% of each other
for this flame as well. The mean intensities atx/D560 for flame
E are 15;25% higher than those of flame C. This change in
radiation intensities, however, is small compared to the change in
the flow rate of about 150%.

Representative measurements and calculations of the PDFs, the
autocorrelation coefficients and the PSDs ofI l fluctuations are
reported next. The PDFs ofI l fluctuations of all three flames at
x/D545 for the diametric path atl52.51 mm l54.27 mm are
shown in Fig. 8. The measurements and the calculations both
show a near Gaussian shape for the PDFs of the intensity fluctua-
tions. The measurements and calculations are in excellent agree-
ment with each other. The PDFs ofI l fluctuations for the chord-
like paths atr /x50.08 are presented in Fig. 9. The shape of these
PDFs is not Gaussian but shows a low end cutoff and a high end
tail in the intensity distributions. The calculated PDFs match the
measurements quite well.

Based on these data as well as examination of the PDFs for
other axial locations and other flames, it can be concluded that the

PDFs ofI l fluctuations for the diametric paths are symmetric and
generally Gaussian in shape. The data also show that the PDFs are
skewed for chord-like paths and become increasingly skewed with
increasing radial distance. The PDF peaks are skewed toward the
lower I l side, since radiation intensities have a natural low end
cutoff at zero. The intensities leaving a chord-like path can be zero
because of scalar intermittency, which appears simultaneously
with low mean radiation levels@7#. Consequently, the PDFs for
the wavelength corresponding to the water vapor band have
higher skewness as indicated in Fig. 9. The present calculations
successfully capture these characteristic shifts in the shape of the
PDF with wavelength and with radial location of the radiation
path.

Figure 10 shows the autocorrelation coefficients ofI l fluctua-
tions atx/D545 for the diametric paths in the three flames at the
two wavelengths. The calculated autocorrelation coefficients
match the measurements reasonably well at all locations for both
wavelengths. Ther decays very fast from 1 to 0 in less than 5 ms
and the rate of this decay increases from flame C to E as the
Reynolds number increases. This is expected because of the cor-
responding higher velocities. Figure 11 shows the autocorrelation
coefficients of I l fluctuations for the chord like paths atr /x
50.08. The experimental data show significantly negative corre-
lations of I l fluctuations for the chord-like paths far away from
the jet axis. The present computational method is based on the
assumption of an exponentially decaying autocorrelation model
for the scalar fluctuations and did not capture the negative auto-
correlations observed in the experiment. Improved models for the
scalar autocorrelation coefficients and experimental validation are
necessary for removing this deficiency. The calculations and mea-
surements of the autocorrelation coefficients are in reasonable
agreement for short time intervals depicted in Fig. 11.

Fig. 4 Spectral radiation intensities of flame D at lÄ2.51 mm

Fig. 5 Spectral radiation intensities of flame D at lÄ4.27 mm
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Fig. 6 Spectral radiation intensities of flame E at lÄ2.51 mm

Fig. 7 Spectral radiation intensities of flame E at lÄ4.27 mm

Fig. 8 PDF of spectral radiation intensities of flames C, D and
E at r ÕxÄ0

Fig. 9 PDF of spectral radiation intensities of flames C, D and
E at r ÕxÄ0.08
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Fig. 10 Autocorrelation coefficient of spectral radiation inten-
sities of flames C, D and E at r ÕxÄ0

Fig. 11 Autocorrelation coefficient of spectral radiation inten-
sities of flames C, D and E at r ÕxÄ0.08

Fig. 12 PSD of spectral radiation intensities of flames C, D and
E at r ÕxÄ0

Fig. 13 PSD of spectral radiation intensities of flames C, D and
E at r ÕxÄ0.08
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The PSDs ofI l fluctuations for diametric paths in flames C, D,
and E at x/D545 are illustrated in Fig. 12. The present compu-
tations achieved fairly good agreement with the measurements.
The PSD profile has a low-frequency energy-containing region up
to a cut-off frequency. The measured and calculated cut-off fre-
quencies are around 50, 75, and 100 Hz for flames C, D, and E
respectively. Figure 13 presents the PSDs ofI l fluctuations for
chord-like paths~at r /x50.08) in flames C, D, and E atx/D
545. The measured and calculated cut-off frequencies decrease to
around 40, 60, and 80 Hz for flames C, D, and E respectively. The
calculations captured these characteristic frequencies but underes-
timated the decay rate for the highest frequency regions. One
explanation for this discrepancy is that the exponentially decaying
correlation models used for the simulated scalar fluctuations may
not properly truncate high-frequency fluctuations as turbulent
micro-scales are approached@7#.

As discussed above, the local integral time and length scales of
scalar fluctuations were reconstructed during the TASS procedure.
Radial distributions ofl I andt I in flame C at three axial locations
are shown in Fig. 14. Thel I andt I at x/D530 increase from the
jet axis to flame edge by factors of 2.5 and 6, respectively. Thel I
andt I at x/D545 and 60 also generally increase with radial dis-
tance. However, there is some non-monotonic variation with ra-
dius similar to that observed by Renfro et al.@11# for time scales
of mixture fractions based on OH radical concentrations measure-
ments. Along the jet axis, both the length and the time scales
increase with downstream distance. Radial distributions ofl I and
t I are illustrated in Figs. 15 and 16 for flames D and E. Along the
jet axis of these two flames, both length and time scale generally
increase with downstream distance. Renfro et al.@11#, however,

reported constant time scales for mixture fraction based on their
measurements of OH radical concentrations along the axis in their
flames.

For flame D, Karpetis and Barlow have reported measurements
of macro length scales of mixture fraction fluctuations atx/D
57.5, 15 and 30@12#. The dependence ofl I on the radius has been
tacitly suppressed in their work. In order to allow comparison
with their data, the presentl I and t I were integrated and then
averaged with respect to the radius. Figure 17 presents the radial
averagedl I andt I in flames C, D, and E from Ref.@12# and from
the present estimates. The macro scales increase with downstream
distance due to entrainment of surrounding air but decrease with
Reynolds number owing to finer structures in higher speed flows.
In flame D, the trend of increasingl I with respect to the axial
distance is observed in both the measurement of Ref.@12# and the
present result. The present radial averaged length scale atx/D
530 is 2.6 mm, which is some what lower but in general agree-
ment with the experimental data of 3.2 mm from Ref.@12#. Data
concerning macro time and length scales in flames are relatively
sparse to allow more definitive comparisons.

Summary and Conclusions
Spectral radiation properties~mean, RMS, PDF,r, PSD! of

three non-sooting partially premixed CH4/air flames were studied
by both experimental and computational methods. Also, local in-
tegral time and length scales in these flames were reconstructed
using a tomography-like TASS procedure. The specific conclu-
sions are as follows,

Fig. 14 Radial distributions of integral time and length scales
in flame C

Fig. 15 Radial distributions of integral time and length scales
in flame D
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1. The present TASS method achieved very encouraging agree-
ment between computational and experimental values of
spectral radiation properties generally within experimental
uncertainties.

2. The PDF of spectral radiation intensities for diametric paths
in the flames are symmetric and close to Gaussian in shape.
The PDF for radiation paths away from the flame axis, how-
ever, are skewed because of intermittency. Experimental
studies on the autocorrelation coefficients for radiation paths
far away from the flame axis indicate negative correlations
in scalar fluctuations near the flame edge.

3. Reconstructed integral time and length scales vary with ra-
dial distance with intermediate non-monotonic behavior.

4. Radial averaged integral time and length scales increase
with downstream distance but decrease with Reynolds num-
ber. The present work indicates that investigating these
macro scales only along the flame axis and in a radial aver-
aged manner may both be inadequate.
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Appendix
For a measured or simulated time series of random variableI

with length N, the mean, root mean square~RMS!, probability
density function~PDF!, autocorrelation coefficient~r! and power
spectral density~PSD! of I are calculated following Bendat and
Piersol@17#

I mean5 Ī 5
1

N (
k51

N

I k (A.1)

I rms5F 1

N21 (
k51

N

~ I k2I mean!
2G 1/2

(A.2)

PDFi5
Ni

N
, i 51,2, . . . ,m (A.3)

where,Ni is the number of data fall in thei th bin with the width
~W! determined by,

W5
I max2I min

m
(A.4)
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~ I ~t!2I mean!~ I ~t1Dt!2I mean!
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PSD~ f !5UFS I ~t!2I mean

I rms
D U2

(A.6)

where,F~ ! an f represent the complex Fourier transform and the
frequency respectively.
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An Experimental Study
of Miniature-Scale Pool Boiling
By generating single bubbles on a micro-heater at different wall superheats, an experi-
mental study of miniature-scale pool boiling heat transfer has been performed to provide
a fundamental understanding of the heater size effect. In this study, the constant-
temperature microheater is set at different temperatures by an electronic feedback control
system. The heat transfer history during the lifetime of a single bubble which includes
nucleation, growth, detachment and departure has been measured. The boiling curve
obtained from the microheater is composed of two regimes which are separated by a peak
heat flux. It is suggested that in the lower superheat regime, the boiling is dominated by
liquid rewetting and micro-layer evaporation, while in the higher superheat regime, con-
duction through the vapor film and micro-convection plays the key heat transfer role as
the heater is covered by vapor all the time. In general, boiling on microheaters is char-
acterized by larger bubble departure sizes, smaller bubble growth rates due to the dryout
of microlayer as the bubble grows, and higher bubble incipience superheat. As the heater
size decreases, the boiling curve shifts towards higher heat fluxes with corresponding
higher superheats.@DOI: 10.1115/1.1603773#

Keywords: Boiling, Bubble Growth, Heat Transfer, Microscale, Phase Change

Introduction
Applications of microtechnology often utilize components or

systems with microscale fluid flow and heat transfer. As the size of
individual components shrinks and the length scale decreases
drastically, the transport mechanisms involved go beyond those
covered by the traditional theories and understanding. The devel-
opment of new theories and the fostering of up-to-date physical
understanding have fallen behind the progress of micro machining
and manufacturing. Recently Gad-el-Hak@1# gave a complete re-
view on the fluid mechanics of micro-devices. He concluded that
the technology is progressing at a rate that far exceeds our under-
standing of the transport physics in micro-devices. Therefore the
study of micro-scale transport has become an integral part of not
only understanding the performance and operation of miniaturized
systems, but also designing and optimizing new devices. The cur-
rent paper presents an experimental study of single bubbles gen-
erated on a constant-temperature microheater to examine the boil-
ing characteristics and the size effect on boiling heat transfer.
Microheaters have been found in many applications, for example,
inkjet printerheads, and actuators and pumps in microfluidic
systems.

Rainey and You@2# reported an experimental study of pool
boiling behavior using flat, microporous-enhanced square heater
surfaces immersed in saturated FC-72. Flush-mounted 2 cm
32 cm and 5 cm35 cm copper surfaces were tested and com-
pared to a 1 cm31 cm copper surface that was previously inves-
tigated. Heater surface orientation and size effects on pool boiling
performance were investigated under increasing and decreasing
heat-flux conditions for two different surface finish: plain and mi-
croporous material coated.

Results of the plain surface testing showed that the nucleate
boiling performance is dependent on heater orientation. The
nucleate boiling curves of the microporous coated surfaces were
found to collapse to one curve showing insensitivity to heater
orientation. The effects of heater size and orientation angle on
CHF were found to be significant for both the plain and mi-
croporous coated surfaces.

Hijikata et al.@3# investigated boiling on micro-scale heaters to

find the optimum thickness of the surface-deposited layer to en-
hance the heat removal from the heater in order to obtain the best
cooling effect for a semiconductor. The square heaters they used
were 50mm and 100mm. They claimed that the deposited layer
conduction dominates the heat transfer due to the small sizes of
the heater area. They also presented the nucleate boiling curves
for the two heater sizes and different deposited layer thickness.

Rule and Kim@4# used a miniature heater (2.7 mm32.7 mm)
which consisted of an array of 96 microheaters. Each of the mi-
croheaters was individually controlled to maintain at a constant
temperature that enabled the mapping of the heat flux distributions
during the saturated pool boiling of FC-72 fluid. They presented
spatially and temporally resolved data for nucleate boiling, critical
heat flux and transition boiling. Specifically, the outside edge
heaters were found to have higher heat fluxes than those of the
inner heaters.

Experimental System

Microheaters. The heater used in this experiment is one of
the microheaters on a heater array similar to that employed in
previous publications@4,5#. The heater array consists of 96 micro-
heaters numbered from no. 1 to no. 96 as shown in Fig. 1. Each
microheater is a platinum resistance element and manufactured on
a quartz substrate using microfabrication technology. It has a ser-
pentine pattern as shown in Fig. 2. On top of the platinum fila-
ments a very thin layer of silicon dioxide was deposited. The
heater filament has a dimension of 0.2mm in thickness, 5mm in
width and 6000mm in length. This design of microheaters allows
a uniform heating of the surface and reduces the heat capacity
effect to a maximum degree. Each microheater has a dimension of
about 270mm square, and a nominal electrical resistance of 750
V. The microheaters were wire-bounded through their pads
to a pin grid array~PGA! and connected to an electronic circuit
system.

Feedback Electronic Circuit for Temperature Control.
Due to the linear relationship between the platinum resistance
with its temperature, the temperature of each microheater can be
set and maintained at a constant value by a feedback electronic
circuit as shown in Fig. 3. A Wheatstone bridge and a feedback
loop consist of the core of the circuit.R1, R2, R3, R4, R7, andR8
are metal film resistors whose resistances are not sensitive to their
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temperatures.Rh is the platinum microheater. Its resistance is
measured at 788 ohms at the room temperature.Rd is a digital
potentiometer with a range from 0 to 10 kV set by digital signals
from the computer.R1, R3, Rh, andR4 together withRd form the
Wheatstone bridge. The Op-Amp LTC1150 detects the imbalance
in the bridge by measuring the voltage difference betweenV1 and
V2. The transistorQ11 would then output the current that is
needed to balance the bridge. When the bridge is balanced,V1 is
equal toV2 and the following relationship is established:

R1

R3
5

Rh

R41Rd
(1)

Therefore, theRhvalue~thus, the heater temperature! is able to be
set by adjusting theRd. Calibration was required to find the linear
relationship between the heater resistance and its temperature.

Boiling Conditions. FC-72 is the boiling fluid in this experi-
ment. It is widely used as the fluid in electronics cooling. Since it
is dielectric, electrical conduction between the heaters can be
avoided, thus each heater can be individually controlled. The bulk
fluid was at the room condition~1 atm and 24.5°C!, where its
saturation temperature is 56°C. Therefore the experiment was per-
formed in a subcooled condition. In the current experiment, only
one single microheater~marked as no. 1 in Fig. 1!is heated to
produce single bubbles. The experiment is started by setting the
microheater at a temperature of 50°C where only natural convec-
tion occurs at this temperature. Then the temperature of the heater
was incremented by 5°C at a time until the superheat reaches
114°C. For each increment, the heat dissipation by the heater was
obtained by the data acquisition system through acquiring the
voltages across the heater. In order to examine the effects of dis-

solved gas on the boiling heat transfer, boiling experiments were
performed for two cases. One case is performed with the FC-72
fully gas-saturated, and the other one is with FC-72 fully de-
gassed. The residual gas concentration was measured at less than
0.231023 mole/mole for the fully degassed case. For both cases,
the system was operated under the same pressure of 1 atm, and the
same bulk liquid temperature of 24.560.1°C.

Data Acquisition and Visualization. The data acquisition
system consists of twoA/D boards ~ComputerBoards CIO-
DAS48! and a D/A board ~ComputerBoards CIO-DIO48! in-
stalled in a computer. The twoA/D boards were used to acquire
data and theD/A board was used to interface the computer signal
with the electronic circuit system. The sampling rate in this ex-
periment is about 4.5 kHz. Both the bottom and side views of
boiling process were visualized. The semi-transparent nature of
the heater substrate made it possible to take images from below
the heater. The setup of the experiment is shown in Fig. 4. A
high-speed digital camera~MotionScope PCI 8000S! was used to
take images at 1000 fps with a resolution of 240 pix.3210 pix.
The bubble visualization was performed using the shadowgraph
technique, in which the bubbles were illuminated from one side
while the images were taken from the other side.

Data Reduction

Heat Transfer Path With Boiling. The total heat dissipation
rate from the heater when single bubbles are generated on it,
qraw19 , is obtained by directly measuring the voltage across the
heater and its electrical resistance. The heat transfer path is shown
in Fig. 5~a!. qraw19 includes the heat conduction to the substrate
qcond19 , the radiation to the surrounding,qrad19 , and the boiling
heat transfer to the liquid from the top surface of the heater,qboi19 ,
which could be a complex combination of phase change heat
transfer, micro-convection due to the bubble movement and natu-
ral convection due to the temperature gradient of the heater with
the bulk fluid. Thus,

qraw19 5qcond19 1qboi19 1qrad19 (2)

Fig. 1 Heater array containing 96 microheaters

Fig. 2 One of the serpentine microheaters on the heater array

Fig. 3 The electronics circuit for temperature control
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Data Reduction Procedure. Our purpose here is to findqboi19
and the data reduction procedure was designed to accomplish this
goal. The method is explained as follows. Before the boiling ex-
periment with the air-saturated case, the chamber was turned up-
side down, so that the heater is separated from the liquid FC-72
and facing downward to an almost air surroundings. Under this
situation, the heater was powered to reach the various tempera-
tures as those in the boiling experiment. For each heater tempera-
ture, the heater was allowed 20;30 minutes to reach the steady
state. Then the total heat dissipation rate,qraw29 , was measured.
The heat transfer path in this situation is shown in Fig. 5~b! and
the total heat dissipation rate can be written as:

qraw29 5qcond29 1qrad29 1qcond39 (3)

whereqcond29 is the conduction heat flux to the substrate,qrad29 is
the radiation heat flux from the heater, andqcond39 is the conduction
heat transfer downwards to the almost air environment.

Because that the conduction heat transfer media and the driving
temperature difference are identical for the conduction heat trans-
fer qcond19 in Eq. ~2! and theqcond29 in Eq. ~3!, thus for the same
heater temperatureqcond19 5qcond29 .

From Eqs.~2! and~3!, the boiling heat flux,qboi19 can be derived
as the following:

qbio19 5qraw19 2qraw29 1qrad29 2arad19 1qcond39 (4)

The only difference between theqrad19 and qrad29 is the media
that the thermal radiation passes through. Forqrad19 , the medium is
a liquid-vapor FC-72 two-phase volume, and for theqrad29 , the
medium is air. Since our heater was operated at lower than 170°C,
intrinsically the radiation heat flux is much smaller than the boil-
ing heat flux~even if we assume that the emissivity is one and the
view factor is also one, with the maximumDT in a vacuum, the
maximum radiation heat flux is about 0.174 W/cm2 that is at most
only 0.3 percent of the boiling heat flux;50 W/cm2!. Therefore,
it is reasonable to neglect the radiation contribution. Furthermore,
as indicated in Eq.~4!, what we have neglected is actually the
difference betweenqrad29 and qrad19 which is even smaller than
eitherqrad29 or qrad19 . But we did take the neglect of the radiation
heat flux difference into account in the uncertainty evaluation. As
a result, to obtain the value ofqboi19 in Eq. ~4!, the conduction heat
flux qcond39 has to be evaluated. We used a commercial thermal-

Fig. 4 Schematic of experiment apparatus

Fig. 5 Heat transfer path from the microheater: „a… boiling experiment; and „b… The heater was
turned upside down.
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fluid finite-element code FEMLAB to model our case exactly by
its three-dimensional conduction module. The result shows that
the conduction heat flux ranges from 1.27 W/cm2 to 2.5 W/cm2

for the heater temperature varying from 100°C to 170°C which
covers the temperature range in the current study. We also double
checked the FEMLAB results by the conduction shape factor
method given in Incropera and DeWitt@6#. We approximated our
square heater as a circular disk with identical surface area. The
disk with a constant temperatureT1 is facing a semi-infinite me-
dium of thermal conductivityk and temperatureT2 . The qcond39
obtained by two methods only differ by a maximum of 7 percent.
Therefore, the boiling heat transfer can be simply obtained by:

qboi19 5qraw19 2qraw29 1qcond39 (5)

Uncertainty Analysis. The uncertainties in this experiment
include heater temperature uncertainty and heat flux uncertainty.
The uncertainty sources from the heater temperature are estimated
as follows: oil temperature fluctuation during calibration,«T15
60.5°C; discrete resistance increment of digital potentiometer,
«T2560.05°C; drift of offset voltageVoff of the Opamp,«T35
60.1°C; temperature fluctuation during boiling, especially during
the vapor-liquid exchange process,«T4560.01°C. Thus, the
overall temperature uncertainty can be obtained by simply adding
up all the uncertainties from each source, which gives an uncer-
tainty of about60.66°C. The uncertainty sources associated with
the boiling heat flux measurement can be summarized as follows:
wire resistance from A/D boards to heater pads,«V1
565 percent, resolution ofA/D boards,«V2560.03 percent,
voltage division device,«V3561.02 percent. These three uncer-
tainties«V1 , «V2 , and«V3 all contribute to the uncertainty from
acquiring the voltage of the heater. Thus, the total uncertainty
for the voltage of the heater can be obtained:«V5«V11«V2
1«V355 percent10.03 percent11.02 percent566.05 percent
which is only part of the overall heat flux uncertainty. Another
part is due to the conduction heat transfer,qcond39 in Eq. ~3!. The
uncertainty forqcond39 is estimated to be 10 percent. The last part
of uncertainty comes from the neglect of the difference between
the radiation heat fluxesqrad19 andqrad29 in the data reduction por-
tion. Even the uncertainty is 100 percent, but due to the extremely
small values ofqrad19 and qrad29 , their contribution to the overall
uncertainty is very minor. The uncertainty for the overall heat flux
has been estimated by using the method of Kline and McClintock
@7# to be around61.5 percent. It is noted that this uncertainty is
temperature dependent due to the different boiling transfer rates at
different temperatures. This temperature dependence of the heat
flux uncertainty is shown in Fig. 6.

Experiment Results and Analysis

Time-Averaged Boiling Curve. As the degree of superheat
was increased to 54°C, single bubbles were seen to nucleate. The
onset of nucleate boiling~ONB! for the single bubble experiment
was observed at the superheatDT of 54°C to 59°C. After the
ONB, the degree of superheat dropped to 34°C as the minimum
superheat for stable boiling on the heater. Figure 7 shows the two
measured boiling curves in linear scales where the superheat of
the heater covers a range from 34°C to 114°C. The boiling curves
were obtained based on the time-averaged heat flux~the averaging
was carried out over several bubble cycles! for each superheat.
One boiling curve was obtained when FC-72 was fully-gas satu-
rated and the other one was obtained when FC-72 was fully de-
gassed. Three runs were performed for each case to demonstrate
the repeatability of the data. Our results show the following
trends:~1! As shown in Fig. 7, except around the peak heat flux
~at a superheat of 93°C!, the gas-saturated case offers approxi-
mately 10 percent higher heat fluxes than the fully-degassed fluid.
After the peak heat flux, there is not much difference between the
two cases.~2! The dissolved gas heat transfer enhancement de-
creases with increasing heat flux.~3! Around the peak heat flux

area, on the average, the gas-saturated case exhibits a slightly
higher heat flux level. The trends from our data are basically con-
sistent with the data of You et al.@8# and Hong et al.@9# who also
used the same fluid of FC-72 to conduct boiling experiment on
small cylindrical wires. Since our results show that the dissolved
gas effects are at most about 10 percent on the nucleate boiling
heat fluxes, we agree with the assessment made by You et al.@8#
that near the heater surface it is generally free of dissolved gas
because once the gas is removed from the heater surface by earlier
boiling bubbles, the diffusion of gas back to the heater surface is
very slow. The slow rate for the gas to replenish near the heater
surface is even more so for the current case of a micro flat heater
due to the limited access than the cylindrical heater used by You
et al. @8#.

The classical boiling curve@10# which has three regimes sepa-
rated by the CHF~critical heat flux!and the minimum heat flux
~Leindenfrost point!, respectively, is based on large heaters, where

Fig. 6 The heat flux uncertainty at different heater superheats

Fig. 7 The boiling curve for fully gas-saturated and fully de-
gassed cases
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the heater size is not a factor. For the current study, we have only
identified two regimes~Regimes I and II!for the boiling curves in
Fig. 7. For the classical case, it is widely accepted that the in-
crease in the heat flux after the ONB~onset of nucleate boiling! as
the heater superheat is increased is due to more activated nucle-
ation sites, and bubble-bubble coalescence and interactions. In the
current study, due to the very small heater size and a single bubble
nature, nucleation sites and bubble-bubble interaction were not
available and therefore are not responsible for the increase of the
heat flux before the peak heat flux was reached. Instead, the high
liquid evaporation rate of the microlayer and the higher bubble
departure frequency were considered responsible for the heat flux
increase in Regime I before the peak heat flux. The regime after
the peak heat flux, where the heat flux decreases with increasing
superheat is called the transition boiling in the classical pool boil-
ing case while in the current study it is believed that the regime
after the peak heat flux~Regime II! is similar to the film boiling
regime in the classical case. In the classical case, the film boiling
follows the transition boiling and is separated from it by the mini-
mum heat flux. Therefore, we suggest that there is no transition
boiling regime in the current study of a microheater with single
bubbles that is basically due to the micro size of the heater and the
lack of bubble-bubble interactions.

Temporally-Resolved Heat Flux at Different Superheats.
Figure 8 provides the temporally-resolved heat flux history at dif-
ferent heater superheats~44°C to 114°C with increments of 10°C!.
For each superheat value, 3;4 bubble cycles are shown to dem-
onstrate the repeatability of the single bubble boiling process. To
further examine the characteristics of different boiling cycles, two
cases are plotted in Fig. 9. We chose two different superheats of
DT544°C andDT5104°C, in which theDT544°C case repre-
sents a typical lower superheat case and theDT5104°C case
represents a typical higher superheat case. ForDT544°C, a typi-
cal bubble cycle includes stages from@A# through@F# marked on
the figure. @A# corresponds to a large spike which takes place
during the combined process of bubble departure and new bubble
formation. When the preceding bubble breaks from the heater sur-
face, it leaves a vapor embryo for the new bubble as a result of the
necking process caused by the surface tension during bubble de-
tachment. The heater is then rewetted by the cooler bulk fluid. The
establishment of the microlayer for the succeeding new bubble on
the heater surface and the turbulent micro-convection induced by
this vapor-liquid exchange lead to the large heat flux spike.@B#
represents the short period when the succeeding bubble starts to
grow after the vapor-liquid exchange. As the new bubble grows,
the contact line, which is the three-phase division, expands out-
ward. The bubble growth results in a larger dry area on the heater
surface and thus the heat flux is decreasing. The low heat flux
period indicated by@C#, @D#, and @E# corresponds to the slow
growth period of the bubble. As the bubble size reaches to a
certain value, the buoyancy force starts to overcome the forces
which hold the bubble to the surface. However it is still not large
enough to lift the bubble from the heater surface, causing the
bubble to neck. During the necking process, the contact line starts
to shrink, and the dryout area starts to decrease. Thus it was ob-
served that the heat flux started to increase slightly with some
oscillation of small-amplitudes. Finally, with the bubble growing
further the buoyancy force is large enough to detach the bubble
from the heater surface~point @F# in Fig. 9!, and then another
bubble ebullition cycle begins. ForDT5104°C, a typical bubble
cycle includes stages@A8# through@E8#. Again, @A8# represents
the bubble departure and new bubble formation. It is noted that
the bubble departure at higher superheats actually results in a heat
flux dip rather than a spike.@B8# is the period of initial bubble
growth and@C8#-@D8#-@E8# is the slow bubble growth period.
Similarly, @F8# represents the necking and detachment pro-
cess which is associated with bubble oscillations and heat flux
fluctuations.

For all the heat flux history plots in Figs. 8 and 9, two general
trends are observed. The first one, called Regime I, corresponds to
lower superheats (44°C;74°C) where the bubble departure
causes a heat flux spike and the slow bubble growth period is
associated with relatively lower heat fluxes. However, the second
one, called Regime II, corresponds to higher superheats~94°C–
114°C!where the bubble departure causes a heat flux dip and the
slow bubble growth period is associated with relatively higher
heat fluxes. To further examine the temporally-resolved heat flux
variations in more details, a close-up view on the heat flux histo-
ries are plotted at smaller time increments in Fig. 10. Some small-
scale heat flux dips were recorded with the heat flux spikes. For
superheatsDT544°C and 54°C, the heat flux dip was not seen. It
is clear that atDT564°C, the heat flux dip starts to be observable
and becoming stronger in magnitude as superheat increases. A
hypothetical model has been given in Fig. 11. Fig. 11~a! is for
superheats (DT564°C, 74°C!where heat flux dips are observ-
able but heater surface is still re-wetted significantly to produce a
spike. Fig. 11~b!is for higher superheats (DT584°C, 94°C,
104°C, 114°C!where the heater surface is covered by the vapor
all the time. As the leftover vapor embryo spreads over the sur-
face, more surface area is covered by vapor, thus the dip in heat
flux is formed. Figure 8 also reveals that the bubble departure
frequency increases slightly with the heater temperature. At a
heater superheat of 44°C, the departure frequency is 0.43 Hz,
while at 84°C, it is 0.53 Hz.

Figure 12 shows the trends of the two characteristic heat fluxes
during a bubble life cycle~Point @A# through Point@E# or Point
@A8# through@E8#) in Fig. 8. The curve with diamonds,qd9 , rep-
resents either the peak heat flux of a spike or the minimum heat
flux of a dip during the bubble departure~point @F# or @F8#) for
various heater superheats. Based on Fig. 8, the bubble departure
was observed to produce a spike for the heater superheat up to
84°C, after which a heat flux dip was observed. In Fig. 10, the
curve with open circles,qs9 , shows the heat flux levels during
slow bubble growth for superheats ranging from 44°C to 114°C. It
is clear that the two curves exhibit opposite trends before they
cross each other and similar trends after that.

Two-Regime Pool Boiling Model. As we examine Figs.
7–12 closely, all these figures consistently indicate that Regimes I
and II in the boiling curves produced in the current study are
dominated by two different transport mechanisms, respectively. In
Fig. 7, the heat flux increases with increasing heater superheat in
Regime I while the trend reverses in Regime II. In Figs. 8 and 9,
we notice that a heat flux spike is associated with a bubble depar-
ture in Regime I~heater superheat up to 84°C! and a heat flux dip
is seen to accompany a bubble departure in Regime II~starting at
the superheat of 94°C!. In Fig. 12, we found that the two curves
cross each other at the heater superheat of 90°C which is the
separating point between Regimes I and II. It is conjectured that in
Regime I the bubble growth is mainly sustained by the mechanism
of microlayer evaporation which follows the rewetting of the
heater surface after the bubble departure. This scenario is sup-
ported by the presence of a heat flux spike recorded during the
bubble departure. We suggested that the spike is produced when
the heater surface is rewetted by the liquid with micro turbulent
motion which in turn causes the microlayer to form and the en-
suring evaporation of this layer facilitates the bubble growth.
While for Regime II, because of the higher heater superheat, the
heater is covered by vapor film all the time, even during the
bubble departure. The heater surface is no longer re-wetted by the
liquid flow, which results in the bubble growth controlled by con-
duction through a vapor film layer. The conduction-controlled sce-
nario is supported by the presence of a heat flux dip recorded
during the bubble departure in Regime II. It is suggested that the
heat flux dip is mainly due to the necking process during the
bubble departure. During the necking process, the top part of the
bubble exerts an upward pulling force to stretch the neck~Fig.
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11~b!, Picture ~a!!. After the bubble severs from the base, the
upward force disappears suddenly which allows the lower part of
the neck to relax and spread so that the heater surface area is
covered a layer of vapor film as illustrated in Fig. 11~b! ~Picture
~c!!. Based on the necking process explained above, we have de-
veloped a simple vapor film conduction model to verify the heat

flux dip phenomenon. During the bubble growth period, the ma-
jority of heat transfer is going through the thin vapor film that is
near the outer boundary of the bubble base area~as shown by the
arrows in Fig. 11~b!, Picture~a!!. The base area that is directly
under the neck does not conduct much heat because the tempera-
ture gradient is across the entire bubble height. Right after the

Fig. 8 Time-resolved heat flux traces at different superheats
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detachment, the relaxed and flattened vapor film covers the entire
heater~as shown in Fig. 11~b!, Picture~c!!, therefore the entire
heater surface is conducting heat through a relatively thicker va-
por film. For the case of a superheat at 104°C, the model predicts
the vapor film thicknesses of 1.9mm and 2.55mm for the bubble
growth period (q9542.5 W/cm2) and for the departure period

~minimum dip heat fluxq9537.1 W/cm2), respectively. The re-
sult of the model therefore supports the physical explanation
given above for the Regime II.

Bubble Departure Size. We observed that the bubble depar-
ture size increases slightly with heater superheat. Based on a cor-

Fig. 8 „continued …
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Fig. 9 Heat flux variations during one typical bubble cycle at two super-
heats

Fig. 10 A close-up view showing the heat flux dips at different superheats
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relation proposed by Cole@11#, the bubble departure diameter is
given below

Db5~0.004DTsupCp,r, /rvhf g!1/2As/g~r l2rv! (6)

wherer l ~liquid density!,s ~surface tension!, andhf g ~latent heat
of vaporization!decrease with increasing temperatures, andCp,
~liquid specific heat! andrv ~vapor density!increase with increas-
ing temperatures. We have made a sample calculation showing
that the departure diameter for superheatDTsup574°C is 17 per-
cent larger than that of superheatDTsup534°C. This result is
supported by our bubble visualization photographs given in Fig.
13. The main contribution to the increase in diameter is due to the
superheat increase.

Comparison and Discussion

Bubble Growth Rate. Figure 14 provides a sequence of
bubble images during a typical bubble departure process on the
microheater at a superheat of 54°C, where Fig. 14~a! gives the
side view and Fig. 14~b!supplies the bottom view. It is worth
noting that the embryo for the next bubble is formed when the
departing bubble breaks away during the necking process. This
phenomenon also demonstrates the combined process of bubble
departure and embryo formation. Further more, the corresponding
bubble size history was estimated from the image using the length
of the microheater as a reference and plotted in Fig. 15. Also
plotted in this figure is the theoretical prediction of bubble growth
rates by Scriven@12#. As shown in Fig. 15, the initial growth rate

Fig. 11 Hypothetical models for bubble departure at the two regimes: „a…
Regime I; and „b… Regime II.

Fig. 12 The trend of max. and min. heat fluxes during one
ebullition cycle with various heater superheats

Fig. 13 Bubble departure sizes at different superheats
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of our data conforms to the theory by Scriven@12#. After 0.02
second, the two curves start to deviate from each other. The reason
for the deviation is suggested as follows: Scriven’s model is based
on a bubble suspended in a pool of superheated liquid of infinite
extent. Therefore, the driving potential for heat transfer, which

decreases with time for the current study of a bubble growing on
a heater surface, stays constant for a suspended bubble all the
time. The decrease in heat transfer is basically due to the drying
outof more heater surface, a typical phenomenon of boiling on
microheaters.

Fig. 14 The visualization results of bubble departure-nucleation process for #1 heater at DT
Ä54°C: „a… the side views; and „b… the bottom views.
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Bubble Departure Diameter. Recently Yang et al.@13# pro-
posed a new model of characteristic length scale and time scale to
describe the dynamic growth and departure process of bubbles. A
correlation between bubble departure diameter and bubble growth
time is established and a prediction formula for bubble departure
diameter is suggested by considering the analogue between nucle-
ate boiling and forced convection. The predictions by the model
agree well with experimental results that were obtained with ba-
sically macro-scale pool boiling conditions.

Yang et al.@13# developed a new model of characteristic length
scale and time scale to describe the dynamic growth and departure
process of bubbles. They proposed a dimensionless bubble depar-
ture diameterDb

1 and a corresponding dimensionless bubble
growth timetg

1 to correlate the bubble departure diameter and the
growth time from various experimental results. These scales are
reproduced in Eq.~7! and Eq.~8!.

Db
15

Db

Lo
5

ADb

fB2 tg
15

1

f S A

BD 2

tg (7)

where

A5A2rvDTsH f g

3r lTs
B5JaA12

p
a l (8)

and f5F11
1

2 S p

6JaD 2/3

1
p

6JaG
For the current study, the measured bubble departure diameters

and growth times at various heater surface superheats are given in
Table 1. It is shown that the bubble growth time is inversely
proportional to the superheat while the departure size only in-
creases slightly with the increasing superheat as discussed above.

In order to compare our data with the correlation of Yang et al.
@13#, the data were converted to dimensionless forms according to
Eqs.~7! and~8! using thermal properties given in Table 2. Figure
16 shows the comparison. In Fig. 16, previous results used by
Yang et al.@13# to develop the correlation have been reproduced.
Also included in this figure are the results from the current study
based on the two dimensionless scales. Our data basically follow
the trend of Yang et al.@13#. It is clear that the bubble dimension-
less departure diameters are larger than those given by previous
investigators, and the dimensionless bubble growth time is also
longer.

Size Effects on Boiling Curve and Peak Heat Flux. It is
also of importance to examine the heater size effect on the boiling
curve. Boiling curves for heater sizes ranging from 50mm, 100
mm, 270mm, 2700mm, 1 cm to 5 cm were plotted in Fig. 17. In
order to ensure a meaningful comparison, all the curves in Fig. 17
are based on fluids with similar thermal properties. The trend is
very clear that as the heater size decreases, the boiling curve shifts
toward higher superheats and higher heat fluxes. The peak heat
fluxes for different size heaters have been plotted in Fig. 18 for
comparison, where the CHF values for heater sizes of 1 cm and 5
cm were given in Chang and You@14# and in Rainey and You@2#,
respectively. It is consistent that the peak heat flux increases
sharply as the heater size approaches the micro-scale. It is noted
that Hijikata et al.@3# reported that their linear boiling curves
actually consist of two regimes where the nucleate boiling takes
place at lower heat fluxes while the film boiling takes over at
higher heat fluxes. There is no transition boiling and the two re-
gimes continue from one to the other. The two-regime phenom-
enon is also shared by our boiling results. The film boiling heat
fluxes measured by Hijikata et al.@3# are one to two orders of
magnitude higher than those from our measurement.

Bubble Incipient Superheat. Bubble incipient superheat is
relatively higher for the small size heater used in this experiment.
This is consistent with the results given by Rainey and You@2#,
where they observed that the incipient superheat is about 16–
17°C for 5 cm heater, 20;35°C for 2 cm heater, and 25;40°C
for 1 cm heater. The incipient superheat observed in our experi-
ment is about 45;55°C. The explanation for this phenomenon by

Fig. 15 Comparison of measured bubble growth rate with pre-
diction by Scriven †12‡.

Table 1 Bubble growth time and departure diameter

DT ~K! 49 54 59 64 69 74 79 84 89 94 99 104

Growth
time

~seconds!
2.352 2.054 1.922 1.873 1.747 1.611 1.483 1.403 1.335 1.237 1.128 1.024

Departure
diameter

~mm!
0.823 0.824 0.829 0.833 0.832 0.836 0.839 0.843 0.850 0.859 0.866 0.875

Table 2 Properties of FC-72 at 56°C

Properties r l ~kg/m3! rv ~kg/m3! H fg ~kJ/kg! Cp1 ~kJ/kg! a1(108 m2/s)

Value 1680 11.5 87.92 1.0467 3.244
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Rainey and You@3# is that larger heaters are more likely to have
more surface irregularities and therefore a wider size range of
cavities from which bubbles can nucleate@15–18#.

Conclusion
An experimental study was performed to examine the effects of

heater size on pool boiling. For a miniature-scale heater used in

the current work, it was found that the boiling is controlled by the
microlayer evaporation in the lower superheat regime while con-
duction through vapor film is the dominant heat transfer mecha-
nism in the higher superheat regime. The two regimes are sepa-
rated by the peak heat flux. The heat transfer is closely associated
with the dynamics of the bubbles on the heater. During the bubble
departure, a heat flux spike was observed in the lower superheat
regime whereas a heat flux dip was found in the higher superheat
regime. In general, as the heater size is reduced in pool boiling,
the following characteristics may be summarized:

1! The boiling curve shifts towards higher fluxes with corre-
sponding increases in superheats.

Fig. 16 Comparison of dimensionless growth time and bubble departure size

Fig. 17 Comparison of boiling curves for different heater sizes
Fig. 18 Comparison of peak heat fluxes for different heater
sizes
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2! There is a very slow growth period before the bubble depar-
ture. This results in bubble growth times that are longer than
those for boiling on larger heaters.

3! Bubble departure sizes are relatively larger.
4! Bubble incipience superheat increases as heater size

decreases.
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Nomenclature

Cpl 5 specific heat~kJ/kg•K!
Db 5 dimensionless bubble departure diameter
Db 5 bubble departure diameter

g 5 gravitational acceleration constant
H f g 5 latent heat of vaporization~kJ/kg!

Ja 5 Jakob number
Lo 5 heater characteristic length

qcond19 5 conduction heat transfer rate per unit area from a
heater to substrate with boiling~W/cm2!

qcond29 5 conduction heat transfer rate per unit area from a
heater to substrate without boiling~W/cm2!

qcond39 5 conduction heat transfer rate per unit area from a
heater to air and vapor mixture (W/cm2)

qnatural9 5 natural convective heat transfer rate per unit area
from a heater~W/cm2!

qrad19 5 radiation heat transfer rate per unit area from a heater
with boiling ~W/cm2!

qrad29 5 radiation heat transfer rate per unit area from a heater
without boiling ~W/cm2!

qraw19 5 total heat transfer rate per unit area supplied to a
heater with boiling~W/cm2!

qraw29 5 total heat transfer rate per unit area supplied to a
heater without boiling~W/cm2!

Ts 5 heater temperature
Voff 5 offset voltage of the Opamp

DTsup 5 heater surface superheat
« 5 uncertainty

r l 5 liquid density~kg/m3!

rv 5 vapor density~kg/m3!
a l 5 thermal diffusivity ~kJ/kg•K!
tg

1 5 dimensionless bubble growth time
tg 5 bubble growth time
s 5 surface tension
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1 Introduction

Numerous investigations have been performed to explain the
physical mechanism of boiling because it is an efficient heat trans-
fer mode and finds applications in chemical, refrigeration, power
and nuclear industries as well as in the cooling of electronic de-
vices. The safe and efficient performance of heat transfer equip-
ment requires knowledge of heat transfer coefficient, structure of
flow, pressure loss, etc. Extensive experimental and theoretical
studies on pool boiling have been reported in the literature@1,2#. A
large amount of experimental research in pool boiling is oriented
towards the study of mean heat transfer and the effects of different
parameters on boiling such as: nucleation site density, bubble
growth, bubble frequency, etc. Barthau@3# found that heat transfer
of an individual active site is decreased by increasing pressure.
Pioro@4# has measured the constants for the Rohsenow correlation
for nucleate pool boiling on horizontal thick plates of four fluids.
The influence of the coating thickness and porosity on enhancing
mean heat transfer of nucleate boiling have been reported by
Hsieh and Weng@5#. Hsieh and Hsu@6# have compared experi-
mental results of boiling average heat transfer on plain and rib-
roughened tube geometries for three different fluids~R114,
R134a, and water!. Erden and Balkan@7# and Gorenflo et al.@8#
have measured average heat transfer coefficients in nucleate pool
boiling of binary mixtures in order to determine the influence of
mixture composition. Memory et al.@9# have analyzed the effect
of R114-oil mixtures on average heat transfer of nucleate pool
boiling on smooth and enhanced surfaces. Recently, nucleate pool
boiling results for porous metallic coatings have been reported by
Cieslinski @10# and the influence of PTFE coatings have been
studied by Vittala et al.@11# for boiling of alcohols. Chang and
You @12# have evaluated the effects of surface micro-geometry
and macro-geometry on boiling mean heat transfer of FC-87 and
R-123 on cylindrical heater surface. Kang@13# has conducted an
experimental study of a tubular heat exchanger and found that the
tube inclination influences average heat transfer for pool boiling.
Cornwell and Houston@14# have noted that the local heat transfer

in pool boiling is due to liquid convection and evaporation under
sliding bubbles and used bubble Reynolds number to correlate
mean Nusselt number (Num)

Num

Reb
0.67Pr0.459.7Pc

0.5F1.8S P

Pc
D 0.17

14S P

Pc
D 1.2

110S P

Pc
D 10G (1)

where Reb is the boiling Reynolds number defined by Reb
5qwD/mLhfg .

Stephan and Abdelsalam@15# have applied the method of re-
gression analysis to the many existing experimental results in or-
der to establish one general form of equation to predict average
heat transfer in pool boiling.

Num5207S qwDb

lLTsat
D 0.745S rn

rL
D 0.587

PrL
0.533 (2)

whereDb is the equilibrium break-off-diameter defined by

Db50.146aS 2V

g~rL2rn!0.5D (3)

This brief bibliography shows that numerous studies on pool
boiling are concerned only the evaluation of the average heat
transfer but the local heat transfer in pool boiling has not retained
much attention. This paper treats the local heat transfer for nucle-
ate pool boiling on horizontal cylinder by solving inverse heat
conduction problem~IHCP!. Various numerical methods have
been developed to solve IHCP for steady state~Martin and Du-
likravich @16#, Maillet et al. @17#! and transient problems~Lin
et al.@18#, Hantasiriwan@19#, Abou khachfe and Jarny@20#, Chen
et al. @21#!. In this study the iterative regularization method is
applied because it can be easily extended to nonlinear as well as to
transient problems. The physical model considers a cylinder with
an unknown surface temperature and heat flux density. The tem-
perature sensors are located inside the solid to measure the tem-
perature profile. IHCP requires only these temperature measure-
ments to determine the local thermal boundary conditions.

2 Physical and Mathematical Model
A long cylindrical tube of internal radiusR1 and external radius

R2 with nucleate boiling on the external surface is considered. The
problem is assumed to be two-dimensional and symmetrical about
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the vertical plane through the axis~Fig. 1!. The thermal conduc-
tivity of the cylinder is assumed constant and independent of tem-
perature. The governing equation for the steady state heat conduc-
tion and the boundary conditions are expressed as

]2T~r ,w!

]r 2 1
1

r

]T~r ,w!

]r
1

1

r 2

]2T~r ,w!

]w2 50,

~R1,r ,R2 and 0,w,p! (4)

]T

]w
~r ,0!50, (5)

]T

]w
~r ,p!50, (6)

al
]T

]r
~R1 ,w!1bT~R1 ,w!5 f ~w! (7)

The function f (w) represents either the heat flux density (a
51,b50) or the temperature (a50,b51) imposed at the internal
surface (r 5R1) of the cylindrical tube.

l
]T

]r
~R2 ,w!5qw~w! (8)

The IHCP is used to estimate the unknown boundary condition
qw(w) from the additional dataTmeasobtained during experiment.
It consists in finding the optimal solution that minimizes the re-
sidual functional defined by the following equation:

J~qw!5
1

2 (
n51

Nmeas

@T~r n ,wn ;qw!2Tmeas~r n ,wn!#2 (9)

where the temperaturesT(r n ,wn ;qw) are the solution of the direct
problem given by Eqs.~4–8! for an imposed heat flux density.
The minimization is carried out by using the unconstrained con-
jugate gradient algorithm~Alifanov et al.@22#!. The heat flux den-
sity qw(w) is approximated in the form of a cubic B-spline and the
IHCP is reduced to the estimation of a vector of parameters. The
conjugate gradient procedure is iterative; at each iteration it, the

successive improvements of desired parameters are built. The de-
scent parameter is computed using a linear approximation as
follows:

g i t5

(
n51

Nmeas

@Tit~r n ,wn ;qw!2Tmeas~r n ,wn!#u i t~r n ,wn ;dqw!

(
n51

N

@u i t~r n ,wn ;dqw!#2

(10)

The variation of temperatureu i t resulting from the variation of
heat flux density is determined by solving the problem in varia-
tion. It is defined at the sensor locations (r n ,wn). The variation of
functionalJ(qw) resulting from temperature variation is given by

dJ~qw ,dqw!5 (
n51

Nmeas

@T~r n ,wn ;qw!2Tmeas~r n ,wn!#u~r n ,wn!

(11)

whereu(r n ,wn ;dqw) is defined at the sensor locations (r n ,wn)
anddqw is approximated by a cubicB-spline.

2.1 Problem in Variation. The problem in variation is de-
fined by the following equations:

]2u

]r 2 1
1

r

]u

]r
1

1

r 2

]2u

]w
250, R1,r ,R2 , 0,w,p (12)

]u

]w
~r ,0!50, (13)

]u

]w
~r ,p!50, (14)

al
]u

]r
~R1 ,w!1bu~R1 ,w!50, (15)

2l
]u

]r
~R2 ,w!5dqw~R2 ,w!. (16)

2.2 Lagrangian Functional in Variation and Adjoint
Problem. Using the Lagrange multiplier method, the Lagrang-
ian functional is defined through Eqs.~10! and~11! with the con-
straints defined by Eqs.~12–15!.
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(17)

Let c(r ,w), j(r ), v(r ), m~w!, andg~w! be the Lagrange multi-
plier. The necessary condition of the optimization problem is ob-
tained from the following equation:

dL~qw ,dqw!50 (18)

Let dL(qw ,dqw) be the variation of the Lagrangian functional.
dL(qw ,dqw) is defined using the Eqs.~10–15!.

Fig. 1 Geometry of two-dimensional cylinder
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The conditiondL(qw ,dqw)50 requires that all coefficients of the
temperature variationu(r ,w) are equal to 0. To satisfy this con-
dition the necessary conditions of optimization are defined in the
form of adjoint problem.
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S(r ,w) represents the deviation between temperature measure-
ments and computed temperatures. It is equal to 0 every where in
the physical domain except at sensor locations (r n ,wn).

S~r ,w!52 (
n51
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where the Dirac function is defined by

d~r ,r n ;w,wn!5d~r 2r n!d~w2wn! (26)

whered(0)51, d(r )50 for rÞ0 andd(w)50 for wÞ0. If the
direct problem and the adjoint problem are verified, the variation
of Lagrangian functional becomes:
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2.3 Computation of the Vector Gradient. The variation of
functionalJ(qw) can be approximated in the form
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0
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]r 2 2
l
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Integration by parts gives
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Substituting Eqs.~28–30! into Eq.~27!, the variation of functional
becomes using Eqs.~12–15!

dJ~qw ,dqw!5E
0

pF2l
]c

]r
u~R2 ,w!1lc

]u

]r
~R2 ,w!

1
l

R2
cu~R2 ,w!Gdw (32)

Substituting Eqs.~15! and ~25! into Eq. ~31!, dJ(qw ,dqw)
becomes

dJ~qw ,dqw!52E
0

p

c~R2 ,w!dqw~w!dw5dL~qw ,dqw!

(33)

By definition, the variation of functional is defined in the form of
scalar product of gradientJqw

8 (w) and the variation of estimate
function dqw(w)

dJ~qw ,dqw!5E
0

p

Jqw
8 ~w!dqw~w!dw (34)

Equations~32! and ~33! implies that

Jqw
8 ~w!52c~R2 ,w! (35)

Using Eqs. ~17! and ~34! the variation of the functional
dJ(qw ,dqw) becomes

dJ~qw ,dqw!5(
i 51

m F E
0

p

2c~R2 ,w!F idwGdpi (36)

This last equation implies that the components of the gradientJi8
in Rm space is defined as

Ji85E
0

p

2c~R2 ,w!F idw, i 51,2,...,m (37)

wherem is the number of approximation parameters andF i are
given basis cubic B-Spline.

2.4 Algorithm. The following iterative procedure is
adopted to solve the IHCP: To start the calculations (i t5 1) the
heat flux densityqw(w) is taken equal to zero.
The following steps are then executed:

i. solution of the direct problem,
ii. calculation of the residual functional,
iii. solution of the adjoint problem,
iv. calculation of the components of the functional gradient,
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v. calculation of the component of descent direction,
vi. solution of the problem in variation to determine the descent

parameter,
vii. the new value of the heat flux density is corrected.

If the convergence criterion is not satisfied the iterative procedure
is repeated.

The governing equations and the boundary conditions of the
direct problem are discretized using the finite difference method.
The energy balance is involved for node~i,j! in terms of the rate
of heat flow by conduction to~i,j! from its neighboring nodes, the
rate of internal heat generation in the control volume represented
by ~i,j! and the rate at which the control volume is rising in tem-
perature. Leti andj be respectively the index of angular and radial
coordinates. The same numerical discretization is adopted for ad-
joint problem and the problem in variation. The Gauss Seidel
iterative procedure is used to solve the problem in variation and
the direct and the adjoint problems~Holman @25#!.

3 Regularization
The inverse problems are ill-posed and numerical solution de-

pends on the fluctuation occurring at the measurements. Two ap-
proaches have been used to obtain a stable solution of the IHCP.
The first one is the iterative regularization method. According to
this method, the iterative improvements of the approximation pa-
rameters is terminated by choosing the residual criterion depend-
ing on the temperature errors

J~qw!'
1

2
j2 (38)

wherej2 is the total measurement error defined as follows:

j25 (
n51

Nmeas

s2~r n ,wn! (39)

where s2(r n ,wn) is the standard deviation for the temperature
measured at thenth point.

If the number of measurement pointsNmeasis relatively small,
the sensitivity of the residual functional to variations of the ap-
proximation parameters decreases rapidly~Blanc et al.@23#!. To
increase the sensitivity, a second approach based on smoothing the
experimental data is applied~Loulou et al.@24#!. This approach
allows to interpolate the experimental temperatures values and to
compute discrete temperatures at nodes (r n ,wn).

4 Experimental Setup
The experimental setup shown in Fig. 2 consists of a closed

rectangular vessel filled with saturated fluid. A pressure gauge is
used to measure the pressure in the vessel. A Pyrex glass plate is
placed in front of the vessel to visualize the phenomena. Before
each experiment the vacuum is drawn in the vessel and it is then
filled with the working fluid ~R-113!. The heated test section is
made of a smooth copper cylinder immersed in the liquid and
thermally insulated at both extremities. The boiling occurs on a
cylinder with 28 mm of outer diameter, 4 mm of thickness and
120 mm of length. The test section is heated by an electric heater
of 2000 W and the heat flux is controlled by the electrical power
input using an auto-transformer. The vapor generated from boiling
is condensed in a water-cooled condenser. The mass flow of the
coolant is controlled to maintain the saturation temperature at a
constant value. The electrical power input is measured using an
ammeter and a voltmeter. The temperatures of the liquid and va-
por phases are measured by thermocouples. The temperatures in-
side the solid are measured with 200mm diameter chromel-alumel
calibrated thermocouples placed at 0.4 mm and at 1.5 mm from
the wetted surface~Fig. 3!. The wall temperatures were measured
at two different sections as shown in Fig. 4. A Hewlett Packard
data acquisition system is used to record all temperature measure-
ments for an imposed wall electric heat. The full details of the

experimental set-up are given by Khan@26#. All the tests reported
here have been made with refrigerant R-113 at a constant satura-
tion temperature of 52.6°C.

5 Results and Discussions
The numerical procedure is verified by using the temperature

data calculated from the direct problem for a known circumferen-
tial heat flux density to simulate the measured temperatures inside
the cylinder for the inverse problem. The local heat flux required
to solve the direct problem is assumed to be variable around the
surface of cylinder. The local heat flux density determined from
IHCP is closed to the exact heat flux density@27#.

In this work, numerical calculations were carried out for a cyl-
inder with internal radiusR1510 mm and external radiusR2
514 mm. For all computations 31 nodes along the circumference
and 16 nodes in the radial direction are used. The computations
are conducted by using a uniform heat flux density as an imposed
boundary condition atR1 . The measured wall temperatures
(Tmeas) at Rmeas513.6 mm are used to calculate the residual
functional.

Fig. 2 Experimental apparatus

Fig. 3 Test section
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5.1 Local Heat Transfer Results for Nucleate Pool Boiling.
The experimental study of boiling over a horizontal smooth tube
is conducted for electric heat varied from 400 W to 1500 W. The
test fluid is taken at a saturation temperature of 52.6°C. For each
electric heat, the temperatures (Tmeas) are measured inside the
solid atRmeas513.6 mm and were represented by the polynomial
functions by using the least square method~95% confidence!.

For each imposed electric heat, the local circumferential tem-
peratureTc(w) and heat flux densityqw(w) are determined by
solving IHCP. The local heat transfer coefficientshw were calcu-
lated fromqw(w) and the local difference betweenTc(w) and the
saturation temperatureTsat. Thus:

hw5
qw~w!

~Tc~w!2Tsat!
(40)

The estimated local Nusselt number Nuw is deduced from the
local heat transfer coefficient as

Nuw5
hwD

lL
(41)

Figure 5~a–b! show that for each electric heat, the heat transfer
is highest at the top of the cylinder (w50) and decreases steadily
around the tube to attain a minimum value at aboutp/2. Beyond
this point, heat transfer increases with increase of the anglew to
attain another maximum value at the bottom of the cylinder (w
5p). The non-uniform profile of heat transfer around the cylin-
der is due to the motion of bubbles after their detachment from the
nucleation site and the induced liquid convection. The heat trans-
fer is important in the zone where the bubbles are free to move
vertically under buoyancy after detachment from the nucleation
site. It has been observed that when the nucleation occurs at the
under-side of a horizontal cylinder, the bubbles slide along the
surface to a zone near the top before they leave the surface. This
sliding of the bubbles seems to introduce convection currents re-
sponsible for decrease of nucleation. At the bottom of the cylinder,
the nucleation is important because the small nucleating bubbles
cannot leave the boiling surface with ease because of the presence
of the cylinder. Figures 5~a–b! also show that the increase of
electric heat tends to increase the peripheral variation of boiling
heat transfer around the tube because of increased convection ef-
fect. At low electric heat the convection currents are week and the
suppression of the nucleation due to the convection is less impor-
tant. The variation of local pool boiling heat transfer are compa-
rable to those obtained by Parken et al.@28# for the boiling of
falling film on a cylinder. Generally, nucleate pool boiling on a
horizontal smooth cylinder induces a formation of a bubbly layer
around the tube. The local boiling heat transfer distribution de-
pends on two physical phenomena produced in this bubbly layer.

The first one is the convection of the liquid and the second is the
evaporation of the liquid thin layer under bubbles before
detachment.

The local temperature residuals resulting from these computa-
tions are defined as the difference between the measured and es-
timated temperatures. Figure 5~c! shows that the mean value of
the temperature residuals is about zero. The standard deviation of
temperature residuals for this computation is estimated to 0.8 C.
Figure 5~d!shows that the residual functional decreases when the
iteration index increases. For each imposed electric heat, the mea-
surement errors are not taken into account and the iterations were
continued till the minimization of residual functional is attained.

5.2 Mean Heat Transfer for Nucleate Pool Boiling. The
average heat transfer coefficient (hm) is determined by using two
different procedures. The first one determineshm from the total
electric power (qw,e) imposed at the internal radius of the experi-
mental cylinder and the average circumferential temperature
(Tc,m) determined by solving IHCP.

hm5
qw,e

~Tc,m2Tsat!
(42)

where : Tc,m5
1

p E
0

p

Tc~w!dw

The second method consists to deducehm from the average heat
flux density (qw,m) estimated by IHCP and the difference between
the temperaturesTc,m andTsat.

hm5
qw,m

~Tc,m2Tsat!
(43)

where : qw,m5
1

p E
0

p

qw~w!dw

whereqw(w) is the local heat flux density estimated by solving
IHCP.

In the present study, the temperature inside the experimental
cylinder is measured at two different sectionsS1 and S2 84 mm
apart~see Fig. 4!. Figure 6 shows for example, Nuw estimated for
S1 and S2 sections for electric heat of 1500 W. It is noted that
local heat transfer is not uniform along the axial direction of the
cylinder because of the non-uniformity of active nucleation sites
distribution.

The mean heat flux densityqw,m used in Eq.~43! represents the
average value of estimated heat flux density forS1 and S2 sec-
tions. Figure 7 compares the mean Nusselt number (Num) de-
duced fromhm determined from measured electrical heat flux Eq.

Fig. 4 Measurement sections locations
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~42! and estimated heat flux Eq.~43!. It shows that the estimated
mean heat transfer from IHCP and the measured heat transfer are
in good agreement. At high heat flux, the measured Num is rela-
tively high than the estimated Num because the energy loss is
supposed negligible in the experimental procedure~Eq. 42!. Fig-
ure 8 compares Num determined by the inverse analysis and those
obtained from the correlations of Cornwell and Houston@14#,
Stephan and Abdelsalam@15#, and Memory et al.@9#. The esti-
mated Num are 15% lower than those obtained by Memory et al.
correlation’s and 11% lower than Num predicted by Stephan and
Abdelsalam correlations. The difference between Num determined
from IHCP and Num calculated from the correlation of Cornwell
and Houston is about611%.

5.3 Errors Analysis. The temperature measurements are al-
ways associated with the errors whose magnitude is variable ac-
cording to the measurement method.

Error in the Measured Temperatures.The influence of the
measurement errors on the local heat transfer distribution is stud-
ied by adding the small random errors to the discrete temperature
measurements. Thus the modified measured temperatures

Fig. 6 Comparison of local Nusselt number profiles in two
locations

Fig. 5 Estimated results of IHCP: „a–b… circumferential Nusselt number versus w, „c… local temperature residuals, and
„d… criterion J versus iteration number.
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(Tmeas,new) used in the inverse analysis in order to evaluate the
influence of measurement errors were obtained from the following
relation:

Tmeas,new~w!5Tmeas~w!1vMax@Tmeas~w!#D (44)

wherev is a random number varied from21 to 1, Max@Tmeas(w)#
is the maximum value of the measured temperature,D is the maxi-
mum magnitude of the disturbance.

Figure 9~a!shows an example of two profiles (Tmeas,new1and
Tmeas,new2) of the modified temperatures forD51% obtained from
the measured temperature profile (Tmeas) for electric heat of 1200
W. For this computation, the maximum temperature error is about
60.8°C. Figure 9~b!shows the local Nusselt number distribution
Nuw1 and Nuw2 resulting respectively from the new temperature
measurementsTmeas,new1andTmeas,new2respectively. In the present
computing procedure, when the iteration number increases the
residual functional decreases and the iterative process is stopped
at the optimal value of residual functional which satisfies the con-
dition defined by Eq.~38!. The error bars present the maximum
difference between Nuw for D51% and Nuw when measurement
errors are not taken into account (D50%). Forelectric heat of
1200 W, the maximum variation of local heat transfer is about
615% but the maximum variation of mean heat transfer is about

64%. For electric heat varied from 400 W to 1500 W, Fig. 10
shows the influence of temperature errors on mean heat transfer
when the maximum error in temperature is60.8°C (D51%).
The error bars present the range of variation of Num caused by the
disturbance of temperature. It is noted that the maximum variation
of Num is about66%.

Error in the Placement of Thermocouples.The influence of
the systematic error resulting from the placement of the thermo-
couples inside the experimental cylinder is analyzed by computing
local heat transfer forRmeas513.8 mm andRmeas513.4 mm. For
electric heat of 1200 W, Fig. 11 shows the local Nusselt number
profiles resulting from an error of60.2 mm in placement of the
thermocouples. The error bars are placed on the graph in order to
define the range of local heat transfer. It is concluded that an error
of 0.2 mm induced a maximum variation of local heat transfer of
610%. Figure 12 shows the influence of the error in the position
of the thermocouples on the average heat transfer. The computa-
tion were carried out for electric heat varied from 400 to 1500 W
by using Rmeas513.8 mm orRmeas513.4 mm. The influence of
the error in the placement of thermocouple increases with heat
flux. The maximum variation of mean Nusselt number is
about612%.

Fig. 7 Comparison of estimated and experimental results

Fig. 8 Comparison of estimated and predicted mean heat
transfer

Fig. 9 Influence of measurement errors for q w,eÄ1200 W: „a…
measured temperatures profiles, and „b… local Nusselt number.
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6 Conclusions
The local heat transfer for pool boiling around a smooth cylin-

der is successfully determined by the inverse heat conduction
analysis using the iterative regularization method. The circumfer-

ential heat flux density and temperature are estimated by IHCP
from the temperature measured inside the cylinder during experi-
ments. The present paper shows the local Nusselt number profiles
around the boiling surface for different electric heat. The non-
uniform profile of heat transfer around the cylinder is due to the
motion of bubbles after their detachment from the nucleation site
and the induced liquid convection. The average heat transfer de-
termined from IHCP is closed with the measured mean heat trans-
fer by neglecting the energy loss. It is compared with the pre-
dicted mean Nusselt number from the experimental studies of
Cornewell and Houston@14#, Stephan and Abdelsalam@15# and
Memory et al.@9#. The influence of measurements errors and the
error in the placement of thermocouples on local and mean heat
transfer are analyzed.

The described calculation procedure can be applied to solve
inverse heat conduction problems for non-linear and transitory
cases and also to evaluate the thermal boundary characteristics in
two phase flows such as condensation and evaporation. The local
results contribute to a better understanding of some of the physical
factors influencing heat transfer in the studied phenomena.

Nomenclature

D 5 diameter of cylinder
g 5 acceleration of gravity
J 5 residual functional

J8 5 residual functional gradient
h 5 heat transfer coefficient

hf g 5 enthalpy of evaporation
L 5 Lagrangian functional

Num 5 mean Nusselt number
P 5 absolute pressure

Pc 5 critical pressure
Pr 5 Prandtl number
q 5 heat flux density
r 5 radius
T 5 temperature
V 5 surface tension
a 5 contact angle
w 5 angle measured from the top
l 5 thermal conductivity
m 5 dynamic viscosity
r 5 mass density

Subscripts

L 5 liquid
v 5 vapor
w 5 wall
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Experimental Study of
Electrohydrodynamic Induction
Pumping of a Dielectric Micro
Liquid Film in External Horizontal
Condensation Process
Electrohydrodynamic (EHD) induction pumping is based on charges induced in a dielec-
tric liquid and delayed at a gradient or discontinuity of the electric conductivity. A trav-
eling electric wave (AC) attracts or repels these induced charges, leading to liquid mo-
tion. EHD induction pumping of a dielectric micro condensation film, in an external
horizontal configuration, is investigated experimentally. The pumping and its effect on
heat transfer are explored by varying the voltage and frequency of the electric traveling
wave, as well as the condensation heat flux. This study provides a fundamental under-
standing of induction pumping of micro liquid film and illustrates its potential for man-
aging the flow and enhancing the heat transfer in the presence of phase change.
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Introduction
Electrohydrodynamic~EHD! pumping is achieved when an

electric field accelerates charges in a dielectric liquid. Due to vis-
cous effects, these charges lose some of their momentum to the
surrounding liquid, setting it to motion. The Coulomb force is the
main mechanism of this interaction. EHD pumping of a two-phase
medium is attractive for terrestrial and outer space applications
since it is non-mechanical. In addition to pure pumping purposes,
EHD pumps are also used for the enhancement of heat transfer, as
an increase in mass transport or controlled flow management often
translates to an augmentation of heat transfer. Applications, for
example, include two-phase heat exchangers~evaporators and
condensers!and two-phase systems such as heat pipes and capil-
lary pumped loops. In a smaller scale, the EHD pumps can be
used in electronic cooling applications. EHD pumps are light-
weight, produce no vibrations, require little maintenance, are eas-
ily controlled by adjusting the applied voltage, and have very low
electric power consumption.

Induction pumping is based on charges induced in a liquid and
delayed at a gradient or discontinuity of the electric conductivity.
An AC traveling electric wave attracts or repels these induced
charges, leading to fluid motion. The concept of EHD induction
pumping was introduced by Melcher in 1966@1#. He illustrated
the first experiment applying induction pumping on a two-phase
media ~liquid/air!. Melcher later improved his theoretical model
by considering the pumping of a liquid/liquid medium@2#. In
these studies, he considered the charges being induced at the in-
terface only. The further theoretical and experimental studies car-
ried out by Melcher and Firebaugh@3#, Wong and Melcher@4#,
Kervin et al.@5#, Kuo et al.@6#, Seyed-Yagoobi et al.@7,8#, Margo
and Seyed-Yagoobi@9# considered single-phase flows, with
charges induced in the liquid bulk. More recently, Wawzyniak
et al. @10,11,12#carried out an extensive theoretical and experi-
mental study on EHD induction pumping of a stratified liquid/
vapor medium in a rectangular channel configuration. They ex-

tended Melcher’s work by taking into account the induction of
charges in the bulk of the liquid~due to Joule heating!along with
those induced at the interface. No work has ever been conducted
in the area of enhancement of phase-change heat transfer by con-
trolled flow management with EHD induction pumping
phenomenon.

Enhancement of heat transfer in phase-change processes with
refrigerants is essential for performance improvement and thus
size reduction of HVAC&R equipment. More compact designs are
necessary for material, refrigerant, and energy savings, which are
of major importance for environmental protection. Significant en-
hancements have been achieved primarily with passive methods
~i.e., structured surfaces! in the last decades. Further improve-
ments, most likely, will have to be accomplished by combining
passive and active techniques.

Effectively enhancing heat transfer in phase-change processes
for industrial systems should be seen as a joined effort of an
improvement at the small scale where the actual phase-change
mechanism occurs, and an improvement at a large scale, which
consists generally of a fluid flow management issue. As an ex-
ample in evaporation applications, the overall process is improved
drastically with an appropriate enhanced surface, only if the re-
frigerant liquid comes rapidly into contact with this surface, with-
out the occurrence of dry-out locations. This limitation is an issue
for falling-film evaporators. Whereas for condensation applica-
tions, the condensate should be removed as fast as possible from
the chilled surface, to allow for the saturated vapor to get in con-
tact with the surface. Therefore, a significant condensation heat
transfer enhancement with a passive or active method on a small
scale can result in a negligible or negative improvement on the
heat exchanger scale, if the high condensate volume is not
handled properly. In a horizontal shell and tube heat exchanger,
this translates in flooding of the tubes by the condensate produced
by the tubes above. As indicated by Nusselt@13#, the impact of the
flooding phenomenon can be predicted theoretically for smooth
tubes by extending his analysis of condensation on the single hori-
zontal smooth tube to an in-line bank of tubes. Each individual
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tube in the bank is identical to that for a single tube, except that
condensate from the tube immediately above is assumed to attach
to the tube below. The result of this derivation shows that the
mean heat transfer coefficient of a tube located at thenth row ~the
first row being at the top of the bundle! yields

hn5~n!21/4h1 (1)

From Eq.~1!, it can be concluded that a loss of 50 percent in the
performance can be expected at row 20. This analysis is highly
idealized and gives only a crude idea of the effect of flooding.
Considering further that the amount of condensate will increase
by enhancing the heat transfer, adequate flow management be-
comes even more important when the heat transfer efficiency at
the smaller scale is increased drastically.

EHD induction pumping shows a great potential for enhancing
the heat transfer locally in phase-change processes, as well as for
managing the fluid flow. Its mechanism can be used to pump a
thin liquid film along the passively enhanced heat transfer surface.
For the case of falling-film evaporation, the pumping action can
be used to wet the surface properly. On the other hand, for the
case of condensation, it can be applied to remove the condensate
layer as it is formed, generating oscillations at the interface of the
condensation film, and therefore improving the heat transfer.

Other EHD mechanisms have been explored in more details for
enhancement of two-phase heat transfer processes. A recent and
detailed literature review on this subject is presented in Seyed-
Yagoobi and Bryan@14#. In particular, EHD extraction phenom-
enon has shown limited augmentation for evaporation and consid-
erable enhancement for condensation applications, but has not yet
been implemented in industrial applications. For condensation
processes, it reduces the film thickness, resulting in increased heat
transfer coefficients. The recent experimental investigations pre-
sented by Da Silva et al.@15# showed up to a three fold enhance-
ment of the condensation heat transfer coefficient on a single
structured tube in horizontal configuration. However, a limitation

of this mechanism is to transport the extracted condensate away
from the heat transfer surfaces in the heat exchanger, especially in
horizontal configuration.

EHD induction pumping of thin film for flow management, and
hence heat transfer enhancement, in the presence of phase change
has never been investigated. This work, concerned specifically
with condensation on a horizontal tube, experimentally investi-
gates this pumping technique. Its objective is to understand the
behavior of longitudinal EHD induction pumping of the conden-
sate~thickness of the liquid film under 100mm! along a horizontal
tube, under various heat flux, voltage, and frequency conditions.
The working fluid is the refrigerant R123, commonly used in large
chiller systems. The selected heat fluxes and saturation conditions
correspond to HVAC&R systems. The experimental results pre-
sented here prove the promising potential of EHD induction
pumping in phase-change systems to enhance the heat transfer
through effective liquid film flow management.

Experimental Setup
The condensation apparatus is described in detail in Brand@16#.

As shown in Fig. 1, it consists of a closed cylindrical chamber,
1050 mm in length and 150 mm in diameter, in which refrigerant
is filled to about one third in height. The condensation test tube is
located in the center of this cylinder, immersed in saturated vapor.
It is cooled by running chilled water inside, resulting in conden-
sation on its outer surface. A 4.9 kW capacity cartridge heater for
evaporation is immersed in the refrigerant pool of liquid, below
the test tube. It is controlled by a variac to allow the onset and
control of the desired saturation conditions. An external loop al-
lows pumping of refrigerant liquid from the bottom of the cham-
ber to a distribution system placed above the test tube, generating
flooding. However, the experiments reported here do not include
flooding.

The inlet water temperature and velocity are maintained with a
recirculating chiller. The water inlet and outlet temperatures of the

Fig. 1 Schematic of the condensation apparatus
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test section are measured with RTDs. The water flow rate is mea-
sured at the outlet of the test tube with a turbine flow meter. The
heat removed through the condensation process is calculated with
these three terms. All tests are carried out with refrigerant R123
under the same saturation conditions,Tsat536.7°C and Psat
51.384 bars. See Table 1 for the corresponding R123 thermo-
physical and electric properties.

As shown in Fig. 2, the electrodes are placed directly on the
copper test tube, by winding simultaneously three insulated wires
around it. The rated minimum breakdown voltage is 4.6 kV for the
wire used~31 AWG!. The three wires are tidily wrapped around
the tube in small grooves, resulting in an almost smooth final
condensing surface. This avoids any radial obstacles for the con-
densate, which has to be pumped longitudinally. A wavelength of
6 mm has been used for this study. Figure 2 also illustrates the
principle of EHD induction pumping in repulsion mode, as is

expected form the present electrode configuration. By applying an
electric field, charges are induced in the liquid bulk and at the
liquid/vapor interface. These are repelled to liquid/vapor interface
by the phase of opposite polarity. As the electric traveling wave
moves in one direction, the charges are repelled in the other di-
rection, leading the fluid into motion. More details can be found in
Brand @16#.

The custom built power supply utilized in this study to generate
the three electric traveling waves is capable of generating sine,
square and triangle waves at voltages of 0–15 kV~zero to peak!
and frequencies of 0–30 Hz. The frequency can be increased to 60
Hz for voltages below 2 kV~zero to peak!. The voltage,
frequency, and phase shift are adjustable. For more details see
Bohinsky @17#.

A device has been constructed to collect axially pumped liquid
at one extremity of the pumping section to quantify the pump
performance. A 25 mm wide cup, with a volume of 33 ml, collects
the condensate and can be emptied by sliding around the test tube
through a gear system activated from the outside of the test sec-
tion. The liquid rates are measured by placing the cup under the
end of the pumping section and timing the collection time. This
operation was repeated at least five times and the results were
averaged.

Experimental Procedure and Data Uncertainties
The mean outside heat transfer coefficient is computed directly

through Fourier’s law in cylindrical coordinates

ho5
~p•OD•L !21

~U•A!212~hi•p•ID•L !212 ln~OD/ID !~2•p•kcopper•L !21 (2)

where the overall heat transfer coefficient is calculated from

U•A5q/DTlm (3)

and the corresponding heat flux is determined based on the test
tube internal surface area

q95rwVwcp,w~Tw,out2Tw, in!/~p•ID•L !. (4)

Note that the tube outside diameter~OD!, inside diameter~ID!,
and surface area involved in the calculation above are based on
the smooth tube and do not include any surface alteration due to
the electrodes construction. The tested tube is smooth inside. A 30
mm long wire-insert was used at the entrance of the tube to ensure
that the flow regime was fully developed at the test section en-
trance. Therefore, the inside heat transfer coefficient is calculated
with the well-validated empirical Gnielinsky@18# correlation,
where the friction coefficient is computed with the Pethukov@19#
correlation. All water properties are calculated at the average tem-
perature between the inlet and the outlet of the test tube. The
Gnielinsky and Pethukov correlations are valid for 0.5<Pr
<2.103 and 3.103<ReD<5.106. For best accuracy, these correla-
tions should be used for fully turbulent flow (ReD>104). All of
the tests were carried out under fully turbulent flow conditions.
Also, great care was taken to run tests with a water temperature
difference between the inlet and the outlet of the test section lying
between 1°C and 2°C. A too small difference would increase
drastically the uncertainty in the temperature difference calcula-
tion, whereas a too large difference would compromise the accu-
racy of the above calculation procedure. In addition, keeping the
temperature difference between 1 and 2°C allowed for the tem-
perature difference between the vapor and the tube surface to
remain as uniform as possible long the tube length. Furthermore,
to minimize the errors, it was ensured that the heat transfer pro-

cess taking place on the outside of the tube was dominant~i.e., it
represented the highest resistance to heat transfer!.

Note also that the electric power dissipation~i.e., Joule heating!
from the wire wound on the test tube, calculated fromsE2, had a
negligible contribution, and hence was neglected in this investiga-
tion. In fact, it remained below 104 W/m3, and the resultant heat
flux from this volumetric heating was then below 10 W/m2, which
is over three orders of magnitude less than the imposed heat fluxes
in this study.

A thorough uncertainty analysis has been performed for all
measured data and calculated quantities, based on the methods
described by Kline and McClintock@20#, and Moffat@21#. The
total uncertainty on the calculation of the inside heat transfer co-
efficient has been estimated to lie consistently below 5 percent.
The test conditions resulting from the considerations described in
the previous paragraph allow reaching the desired heat flux spec-
trum, by keeping an uncertainty on the outside heat transfer coef-
ficient below 12 percent for the smooth tube, without any elec-
trodes. The maximum calculated uncertainties on the external heat
transfer coefficient for the tube with electrodes reach 14 percent at
heat fluxes of 25 and 45 kW/m2, and 20 percent at the lowest heat
flux, 15 kW/m2. The uncertainties on the heat flux calculations
reach 8 percent, 7 percent, and 5 percent for the heat fluxes around
15, 25, and 45 kW/m2, respectively. For more details, see Brand
@16#.

Experimental Results and Discussions
The experimental objective of this particular study is to inves-

tigate the behavior and effect of longitudinal EHD induction
pumping of a thin film of condensate along a horizontal tube,
under various heat flux, voltage and frequency conditions. Three
heat fluxes representative of HVAC&R applications are chosen:
15, 25, and 45 kW/m2, corresponding to average film thickness of

Table 1 Thermophysical and electric properties of R123 at
36.7°C

r1

(kg/m3)
m1

~Pa.s!
s2

~S/m!
k1

~W/mK!
cp

1

~J/kgK!
«2

~pF/m!

1315.1 4.804e-4 2.903e-8 0.0771 1005.5 40.74

1NIST Refprop, Version 6.01.
2Bryan @25#.
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50–100mm. Only a sinusoidal electric traveling wave is consid-
ered. Voltages of 1, 2, and 3 kV~zero to peak!are applied, for
different frequencies ranging from 0 to 60 Hz for 1 and 2 kV, and
from 0 to 30 Hz for 3 kV~due to the power supply constraint!.

For the present electrode configuration, the liquid adjacent to
the electrode has higher electric conductivity than the vapor posi-
tioned on the top of the liquid. Therefore, the pump is expected to
operate in the repulsion mode~see Brand@16#!, where the travel-
ing electric wave will repulse the induced charges, leading to a
fluid motion in a direction opposite to the traveling wave. Note
that the pumping mode termed as attraction mode corresponds to
fluid motion in the same direction as the electric traveling wave.
However, depending on the pump geometry, operating conditions,
and working fluid properties, the pump could operate in an un-
stable mode, meaning that multiple operating velocities satisfy
simultaneously the required viscous and electric shear stress equi-
librium. Instability can manifest itself in the establishment of a
pumping motion in a direction opposite to the expected direction,
or in a sudden drop or increase in the pump output. This aspect
will be discussed in more details in the last section of this paper.

Figure 3 shows the average outside heat transfer coefficient as a
function of the heat flux for a smooth tube. The results are com-
pared to Nusselt’s relation for the smooth tube, as well as to
experimental results obtained at the Heat Transfer Laboratory of
Wieland-Werke AG. Both experimental data sets provide almost
identical results, and lie consistently for the whole heat flux range
about 25 percent above the Nusselt’s theoretical values. This trend
has already been observed in the past by researchers with other
refrigerants. The under predicting feature can be explained par-
tially through two assumptions in the Nusselt’s theory@13#, which
do not apply to actual condensation on a horizontal tube. Firstly, a
condensation sheet is assumed all along the bottom of the tube,
but in reality, droplet or column modes occur. Secondly, the ve-
locity of the condensate is taken uniform around the tube, but due

to gravity effect, this can clearly not apply. However, the excellent
match with the experimental results of Wieland-Werke AG give
great confidence to the present data.

Figure 3 also illustrates the experimental results with EHD in-
duction pumping under various applied potentials. At 0 kV, the
outside heat transfer coefficient of the tube with electrodes is
about 30 to 40 percent higher than the smooth tube. This is due to
the surface area increase, the surface tension effects, and film
perturbation, created by the groove/wire construction. The highest
heat transfer enhancement at 0 kV occurs where the condensate

Fig. 2 Electrodes design

Fig. 3 Outside heat transfer coefficient as a function of heat
flux for all voltages and all frequencies

Journal of Heat Transfer DECEMBER 2003, Vol. 125 Õ 1099

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



film thickness is the smallest, i.e., where the heat flux is the small-
est. The circumferencially averaged film thickness for the conden-
sation process on the smooth tube for the three selected heat
fluxes are 65mm, 78mm, and 95mm for heat fluxes of 15, 25, and
45 kW/m2, respectively. These values have been calculated with
Nusselt’s analysis for condensation on a horizontal smooth tube
@13#, which usually overpredicts actual condensate film thickness
~see previous paragraph!. For each of the three selected heat flux
and voltage levels, multiple data points corresponding to various
frequencies are displayed. The frequency impact cannot be visu-
alized in the present plot. Its effect will be shown and discussed in
subsequent figures.

The experimental data obtained by applying EHD induction
pumping for the three selected heat fluxes show that its impact on
heat transfer is clearly heat flux dependent, i.e., condensate film
thickness dependent. At the lowest heat flux~around 15 kW/m2),
enhancement is observed for 1 kV and degradation for 3 kV, for
all frequencies. Depending on the frequency level, enhancement
or degradation occurs for the applied voltage of 2 kV. On the other
hand, for heat fluxes of approximately 25 and 45 kW/m2, the ap-
plication of EHD results in heat transfer enhancement for all volt-
ages and frequencies. This augmentation is largest for the highest
heat flux and applied voltage.

For better evaluation, the data points are displayed for each heat
flux separately in Figs. 4, 6, and 8, showing the ratio of the out-
side heat transfer coefficient with EHD to that of without EHD as
a function of frequency, at various applied voltage levels. The
corresponding flow rate measurements are presented in Figs. 5, 7,
and 9, where the ratio between the collected condensate volume
rate with EHD to that of without EHD is shown as a function of
frequency, for the three voltages considered. The condensate is
collected at the extremity of the tube corresponding to attraction
pumping when liquid is pumped towards it in Figs. 5~a!, 7~a!, and
9~a!, and to repulsion pumping in Figs. 5~b!, 7~b!, and 9~b!. In
these figures, a data point with a value greater than one means that
attraction pumping is occurring for Figs. 5~a!, 7~a!, and 9~a!, and
that repulsion pumping is occurring for Figs. 5~b!, 7~b!, and 9~b!.
On the other hand, a data point with a value below one in both
graphs indicates the occurrence of liquid retention on the heat
transfer surface. This can be observed at all heat fluxes for oper-
ating conditions corresponding to small frequencies~below 10
Hz! and a peak voltage of 1 kV. In these instances, a shaking
motion of the condensate appears on the tube while no net pump-
ing occurs. The electric forces are too weak to induce a net pump-
ing. In this particular case, the heat transfer is augmented through
mixing of the liquid layer.

Fig. 4 Outside heat transfer coefficient ratio as a function of
frequency at q 9É15 kWÕm2

Fig. 5 Condensate volume rate ratio as a function of frequency at q 9É15 kWÕm2

Fig. 6 Outside heat transfer coefficient ratio as a function of
frequency at q 9É25 kWÕm2

1100 Õ Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Figures 5, 7, and 9 indicate that the net pumping direction
switches from attraction to repulsion mode at high frequencies at
all condensation heat fluxes. The pumping direction reversal from
attraction to repulsion mode by increasing the frequency will be
discussed in the last section of this paper. Figure 10 illustrates the
pumping features corresponding to attraction and repulsion
modes. Pictures of both ends and of the middle part of the pump-
ing section are shown for each mode. In both modes, the fluid is
pumped along the tube, leaving a dripping-free area at the start
and creating a condensate stream at the end. At the starting region,
no liquid dripping occurs. The condensate is pumped along the
tube surface and accumulates till the film is so thick that it falls by
gravity. From this location to the end of the pumping section,
condensate drips regularly from the tube. The length of the
dripping-free start and the intensity of the stream at the end of the
tube depend on the pumping strength, varying strongly with liquid
film thickness~i.e., heat flux level!, voltage, and frequency. The
maximum length observed for the dripping-free region was about
30 cm forq9515 kW/m2, a voltage of 2 kV, and a frequency of
40 Hz.

It is noteworthy that the appearance of attraction and repulsion
pumping is very different. In the attraction pumping mode, the
fluid motion appears extremely oscillatory~see middle picture of
Fig. 10~a!!, resulting in more fluid mixing. On the contrary, the

flow appears smooth in the repulsion mode~see middle picture in
Fig. 10~b!!. Note also that, as indicated by Figs. 5, 7, and 9, the
pumping performance for both modes increases with increasing
voltage for all heat fluxes, and with decreasing film thickness~i.e.,
decreasing heat flux!. This trend is expected and predicted theo-
retically ~see Brand@16#, and Brand and Seyed-Yagoobi@22#!.
High voltage results in high electric field strength, producing ef-
fective pumping. Small film thickness also enhances the pumping
performances due to higher electric field strength within the liquid
film. However, when the film thickness approaches zero, the
pumping strength drastically drops because of sudden increase in
viscous shear stresses.

Enhancement or degradation of heat transfer is a direct conse-
quence of the pumping performance and behavior. If the conden-
sate film thickness is increased through pumping, the heat transfer
will be degraded. If high mixing accompanies the pumping as for
the attraction mode, it can result in heat transfer augmentation,
especially for thicker liquid films. If the pumping action is strong
and fast enough to remove the condensate more rapidly than it is
produced, the heat transfer process will be enhanced. Modifying
the heat flux, voltage, and frequency affects the condensate film
thickness, the pumping strength, and the mixing intensity. Gener-
ally, as can be seen from Figs. 5, 7, and 9, the heat transfer en-
hancement increases with increasing heat flux for all voltages and
frequencies. Note that the presented results correspond to pump-
ing of the micro liquid film along the whole length of the test tube,
resulting generally in an increase of the condensate film thickness
due to axial pumping, and hence in poor heat transfer enhance-
ment or even heat transfer degradation. If the liquid would be
drained at some selected locations along the pumping length, the
heat transfer would be expected to be much higher.

For a heat flux of 15 kW/m2 ~Figs. 4 and 5!, the heat transfer
enhancement for 1 kV is around 20 to 30 percent for low frequen-
cies and it suddenly drops around the flow reversal frequency~30
Hz!, resulting in heat transfer degradation. The additional mixing
observed in attraction mode explains mainly the increased heat
transfer. In repulsion mode, the sole pumping action results in
larger film thickness, and therefore in small heat transfer enhance-
ment or heat transfer degradation. By increasing the voltage to 2
and 3 kV, the stronger pumping generates degradation of heat
transfer due to thicker condensate films. The best pumping perfor-
mance~solely with regard to the fluid flow and not to heat transfer
enhancement!was measured in attraction mode, at a voltage of 2
kV and a frequency of 40 Hz, where six times more condensate

Fig. 7 Condensate volume rate ratio as a function of frequency at q 9É25 kWÕm2

Fig. 8 Outside heat transfer coefficient ratio as a function of
frequency at q 9É40 kWÕm2
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drained from the tube at its extremity. The best performance for
repulsion mode lies at a frequency larger than 60 Hz and could not
be measured.

For a heat flux of 25 kW/m2 ~Figs. 6 and 7!, the heat transfer
enhancement for attraction mode is around 30 percent and 20
perecent for 1 kV and 2 kV, respectively, with a decrease around
40 Hz for 1 kV, and 50 Hz for 2 kV. The results for 3 kV are
similar to these obtained for 1 kV for the low frequency range,
and decrease regularly. Again, Fig. 7 indicates that the change in
pumping direction occurs at the frequency levels corresponding to
the decrease of heat transfer enhancement, between 25 and 30 Hz
for 1 kV, and between 40 and 50 Hz for 2 kV. The best attraction

pumping performance corresponds to 2 kV and 40 Hz. The best
repulsion pumping performance is expected achieved at a fre-
quency higher than 60 Hz. The oscillating fluid flow correspond-
ing to attraction pumping versus the smooth flow in repulsion
mode explains the highest heat transfer enhancement in attraction
mode, where the condensate is highly mixed.

At a heat flux of 40 kW/m2 ~Figs. 8 and 9!, the heat transfer is
enhanced by 40 to 50 percent in attraction mode, and by 30 per-
cent in repulsion mode, for all voltages considered. In this case,
more liquid is present and any pumping mode increases the heat
transfer process. The additional mixing in the attraction cases ex-
plains the better enhancement compared to the repulsion cases.

Fig. 9 Condensate volume rate ratio as a function of frequency at q 9É40 kWÕm2

Fig. 10 Flow visualization of condensation process with EHD induction pumping
in attraction and repulsion modes: „a… q 9Ä25 kWÕm2, ŵÄ2 kV, fÄ20 Hz „attraction
mode…; and „b… q 9É25 kWÕm2, ŵÄ2 kV, fÄ50 Hz „repulsion mode ….
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Due to the larger condensate quantities, the pumping performance
is reduced compared to the smaller heat flux levels. The repulsion
pumping performance is not significant for the considered range
of frequency, but may increase for frequencies beyond 60 Hz.

As predicted for single phase flow~Seyed-Yagoobi et al.@7,8#!,
as well as for two-phase flow~Wawzyniak and Seyed-Yagoobi
@10,12#, Brand and Seyed-Yagoobi@22#!, the pumping perfor-
mance is expected to rise to an optimum and then decrease with
increasing frequency. In fact, at constant wavelength, very high
frequencies correspond to small electric shear stresses, thus small
mass fluxes. Therefore, the pumping performance as a function of
frequency is expected to reach a peak, after which it decreases
gradually. The frequency where the performance peak occurs de-
pends on the pump geometry, and fluid physical and electric prop-
erties~see Brand@16#!. For the experimental data presented here,
this expected decrease in pumping does not appear for the range
of frequency investigated.

The electric power consumption associated with the induction
pumping of the liquid film presented in this paper, under all op-
erating conditions, was minimal. In fact, the maximum measured
electric power consumption in this study represented 0.022 per-
cent of the test section heat transfer rate~see Brand@16#!, which is
practically negligible.

Pumping Direction Reversal
The pumping direction reversal from attraction to repulsion

mode by increasing the frequency is due to the instability of EHD
induction pumping. As discussed in Melcher@2#, Crowley @23#,
and recently Wawzyniak and Seyed-Yagoobi@24#, the velocity of
the liquid/vapor interface is obtained by equating the electric and
viscous shear stresses at the interface. Depending on the pump
geometry, operating conditions, and working fluid properties, the
resulting pumping velocity can have one or multiple solutions.
The pump is termed as stable if only one operating point exists,
whereas it is referred as unstable if multiple operating points exist.
Instability can manifest itself in a sudden drop in pump output or
alternating flow direction. Wawzyniak and Seyed-Yagoobi@24#
developed non-dimensional stability criteria derived from the
stress balance for a stratified liquid/vapor flow in a rectangular
channel for four different pumping geometries. These derivations
assumed charge induction present at the liquid/vapor interface
only, and neglected bulk charge induction.

As shown in Brand@16#, the electric shear forces are an order
of magnitude higher than the gravity force, for the experimental
conditions investigated in this study, where the liquid film thick-
ness is below 100mm. In addition, the curvature effect of the tube
can be neglected since the liquid film thickness is very small
compared to the tube diameter. Therefore, neglecting gravity and
curvature, the present experimental case can be modeled as a two-
dimensional stratified liquid/vapor medium. Furthermore, since
the total length of the tube is equipped with electrodes, the ad-
verse external pressure gradient in the liquid film is negligible.
Following a similar approach to that of Wawzyniak and Seyed-
Yagoobi @24#, the corresponding viscous stress and electric shear
stress balance for this configuration yields~see Brand@16# for
detailed derivation!:
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Note that Eq.~5! yields multisolutions for the film velocity de-
pending on the operating conditions.

By setting the peak voltage to 2 kV, the wavelength to 6 mm,
the vapor thickness to 5 mm, and the liquid thickness to 80mm
~averaged thickness corresponding to a heat flux of 25 kW/m2),
and by solving Eq.~5! for the interfacial velocity as a function of
the frequency, the results displayed in Fig. 11 are obtained. Three
solutions for the equilibrium interfacial velocity~two positive and
one negative!appear for lower frequencies, whereas only one
negative solution appears for higher frequencies, meaning that the
pump is unstable below a given frequency threshold and stable
beyond it. As shown in Fig. 11, at zero frequency, a positive, a
negative, and a zero velocity are mathematically obtained. How-
ever, only the zero velocity is practical and should be taken into
consideration; the others are mathematical results of a nonlinear
equation and cannot represent any physical behavior.

The curve corresponding to positive velocities shifts to lower
frequency values by decreasing the applied voltage, increasing the
wavelength, decreasing the liquid film thickness, and/or decreas-
ing the refrigerant R123 temperature. For example, by increasing
the wavelength from 6 mm to 7 mm, the calculated reversal fre-
quency decreases from 185 Hz to 95 Hz. It is rather difficult to
quantitatively compare the flow reversal frequency for different
voltages and heat fluxes in the experimental results, because other
parameters are varied simultaneously. In fact the film thickness is
directly affected by the pumping itself and will, regardless, vary
with frequency by keeping the voltage and heat flux constant. In
addition, the temperature gradient across the condensate film is
different from one heat flux to the other, since the cooling water
entrance temperature~see Fig. 1!is varied from 25°C to 5°C to
reach the desired heat flux level. The temperature change has
mainly an impact on the viscosity and electric conductivity of the
working refrigerant.

It has been observed~see Brand@16#! with a high-speed video
camera that in the attraction mode, the liquid is pumped in two
directions simultaneously, with the direction corresponding to the
attraction mode being dominant. This was not observed in the
repulsion mode, and explains the oscillating flow and the mixing
effect accompanying the attraction mode~see Fig. 10!.

The mathematical model presented above clearly explains the
flow reversal phenomenon observed experimentally in induction
pumping of the liquid film presented in the previous section. This
model neglects charge induction in the bulk of the liquid, which is
an important mechanism in the present configuration due to the

Fig. 11 Interfacial velocity as a function of frequency „w
Ä2 kV, h lÄ0.08 mm, h vÄ5 mm, lÄ6 mm, R123 at TrefÄ25°C…
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large temperature gradients across the condensate film. Further-
more, as mentioned previously, not knowing precisely the corre-
sponding values of the key parameters such as the liquid film
thickness, limits the prediction capability of the mathematical
model. Therefore, Fig. 11 is not intended to predict the flow re-
versal frequency precisely, but to provide a fundamental under-
standing for the observed trend.

Conclusions
EHD induction pumping of thin liquid film for flow manage-

ment, and hence heat transfer enhancement, in the presence of
phase change was investigated for the first time. This experimen-
tal study provided a fundamental understanding for EHD induc-
tion pumping of condensation film along the outer surface of a
horizontal smooth tube. The behavior of the EHD induction
pumping of liquid condensate was explored by varying the elec-
tric traveling wave voltage and frequency, under three different
heat flux conditions, representing HVAC&R applications.

Two different flow modes, attraction and repulsion modes, were
observed experimentally and explained fundamentally with the
aid of a mathematical model. The experimental observations along
with the mathematical explanation of the bi-directional flow and
flow reversal were neither observed nor reported in the literature.
The attraction pumping mode seemed more desirable with respect
to the pumping performance, and hence enhancement of heat
transfer, under the operating conditions explored.

In summary, this study explored EHD induction pumping of
micro liquid film, and showed its potential for improving the heat
transfer in heat exchangers through flow management, especially
in tube bundles. In fact, a controlled flow management on a single
tube is expected to translate in an increased thermal performance
in tube-bundle configuration, since the negative flooding effect
would be minimized.
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Nomenclature

A 5 surface area, m2

cp 5 specific heat, J/kgK
f 5 frequency, Hz
h 5 heat transfer coefficient, W/m2K
hl 5 liquid thickness, m
hv 5 vapor thickness, m
hs 5 solid thickness, m

hlv 5 latent heat of vaporization per unit mass, J/kg
ID 5 tube inside diameter, m

k 5 thermal conductivity, W/mK
K 5 wave number52p/l, 1/m
L 5 length of the test tube, m
n 5 number of tubes

OD 5 tube outside diameter, m
Pr 5 Prandtl number5cpm/k
q 5 heat rate, W

q9 5 heat flux, W/m2

ReD 5 Reynolds number5rvwID/m
T 5 temperature, K
U 5 overall heat transfer coefficient, W/m2K
V 5 volume flow rate, m3/s
v 5 velocity, m/s

DT 5 temperature difference, K
a 5 parameter
« 5 electric permittivity, F/m

«0 5 electric permittivity of vacuum58.854.10212 F/m
h 5 parameter
l 5 wavelength, m
w 5 zero to peak voltage, V
m 5 dynamic viscosity, kg/ms
r 5 density, kg/m3

s 5 electric conductivity, S/m
v 5 angular frequency52p f , 1/s

Subscripts and Superscripts

i 5 inside
in 5 inlet
l 5 liquid

lm 5 log mean
o 5 outside

out 5 outlet
ref 5 refrigerant

s 5 solid
sat 5 saturation
w 5 water
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Theoretical Model for Nucleate
Boiling Heat and Mass Transfer
of Binary Mixtures
A model is presented to calculate nucleate boiling heat transfer coefficients of binary
mixtures. The model includes the governing physical phenomena, such as the variation of
the phase interface curvature, the adhesion pressure between wall and liquid, the inter-
facial thermal resistance as well as the local variation of composition and liquid-vapor
equilibrium. Marangoni convection is considered, too. The theoretical background of
these phenomena is described and their implementation is explained. The model is veri-
fied by comparing calculated heat transfer coefficients of hydrocarbon mixtures with
experimental data. Computational and experimental data are in good agreement. In the
examples a considerable amount of the total heat flow passes through a tiny thin film area,
called micro region, where the liquid-vapor phase interface is attached to the wall. Very
high spatial gradients of heat flux and mixture concentration occur interacting with over-
all heat transfer performance.@DOI: 10.1115/1.1622717#

Keywords: Binary, Boiling, Heat Transfer, Modeling, Thin Films

1 Introduction
There are numerous applications where heat is transferred or

substances are separated by nucleate boiling of binary mixtures,
e.g., in chemical or process industries. Nevertheless, only a few
correlations are available for special boiling conditions~pressure,
heat flux or wall superheat, liquid mixture, wall material, surface
structure, etc.!. These equations serve their useful purpose only
when they are applied in the range of parameters they were de-
veloped for. The main reason for this restriction is the huge num-
ber of physical phenomena governing the heat and mass transfer
process. A review of experimental efforts to predict nucleate boil-
ing heat transfer coefficients of binary mixtures can be found in
@1–4#.

In the last decade theoretical models have been developed for
partial and fully developed nucleate boiling of pure substances
@5–9#. Fundamentally, they are all based on a thin film evapora-
tion concept of Wayner and co-workers@10#. They investigated
the evaporation of a liquid meniscus in a tiny area where the
liquid-vapor interface approaches the wall. In spite of the small
geometrical dimensions~about one micrometer!, a considerable
amount of the supplied heat at the evaporator wall flows through
the so-called ‘‘micro region.’’ In this region, microscale effects
such as adhesion forces and interfacial thermal resistance in com-
bination with a strong curvature change of the phase interface
significantly influence local heat and mass transfer.

Stephan and Busse@11# introduced a model to describe the heat
and mass transfer in the micro region and combined it with a
macroscopic model for heat pipes. Good agreement with mea-
sured heat transfer data was found. To calculate the nucleate boil-
ing heat transfer coefficient of pure substances, the micro region
model was implemented in a macroscopic vapor bubble growth
model by several authors using different assumptions and simpli-
fications@5–9#. As the micro region model proved to be success-
ful in these studies, it might also be adapted and applied to liquid
mixtures. In this work a single bubble model is presented to cal-
culate nucleate boiling heat transfer of binary liquid mixtures. It is
based on a previous model that was developed to predict nucleate
boiling heat transfer of pure substances@6#. In contrast with the

mentioned correlations, the model is not restricted to a certain
range of parameters. In chapter 2 basic assumptions of the devel-
oped model and the strategy of calculating heat transfer coeffi-
cients are presented. The theory includes a micro region model for
binary mixtures that is described in chapter 3. The remaining area,
called macro region, is treated in the proceeding chapter. Due to
the significant influence of microscale heat and mass transfer phe-
nomena on the overall heat transfer coefficient, some results of the
micro region are shown. To verify the model, calculated heat
transfer coefficients are compared with data from experiments.

2 Modeling Strategy
As long as neighboring bubbles do not interact, the boiling

system can be divided into single bubble subsystems. This is ful-
filled for low and intermediate heat fluxes. The subsystem consists
of a single vapor bubble, surrounding liquid, and a part of the
heated wall~Fig. 1!. The shape of the bubble is assumed to be
spherical, except for the tiny micro region. The bubble departure
process where deviations from the spherical shape can be ob-
served@7# is not taken into account. Using cylindrical coordinates
~j, h!, the diameterdsub of the single bubble subsystems corre-
sponds to the bubble site density (Nḃ). The vapor bubble is sur-
rounded by liquid of the thermal boundary layer. Its thicknessd th
is calculated by means of a correlation for free convection assum-
ing that heat is transferred within the thermal boundary layer only
by conduction normal to the wall@12#. The subsystem includes a
part of the heated wall because in experiments thermocouples are
placed in a distancedw below the boiler surface.

Boundary conditions are the outside wall temperatureTout and
the saturation temperatureTsat ~Fig. 1!. The model describes the
heat and mass transfer in this subsystem for the time period when
the bubble is growing from an infinitesimal size to the departure
radius. As input parameters only values for the bubble site density
and the departure diameter are required. This data can either be
taken from measurements directly or can be obtained by using
standard bubble departure diameter correlations, e.g.,@13# and site
density models@14#. The computation yields the time dependent
local distribution of the heat fluxq̇(j,r (t)). The mean heat trans-
fer coefficientam for one bubble growth period can be obtained
using
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am5
q̇m

Tout2Tsat
5

1

tb
E

0

tb
a~ t !dt (1)

where a(t) is an area-averaged heat transfer coefficient for a
single bubble subsystem at a certain bubble radiusr (t):

a~ t !5
1

Tout2Tsat

2

~dsub/2!2 E
0

dsub/2

q̇~j,r !jdj. (2)

To calculate the heat fluxq̇(j,r ) the computational domain is
divided into two regions~Fig. 1!:

• the tiny thin film area, called micro region, where the bubble
is attached to the wall,

• and the liquid adjacent to the micro region as well as the wall,
called macro region.

Transport phenomena within the vapor bubble are insignificant for
overall heat transfer coefficients@15#. Therefore, the vapor is not
included into one of these regions.

3 Microscale Heat and Mass Transfer
In Fig. 2 the micro region is plotted on a larger scale. The

curved line represents the phase interface between liquid and va-
por. In the macro region the interface has a constant curvature
corresponding to the bubble radiusr (t). In the micro region the
interface turns sharply and ends in a non-evaporating thin liquid
film which is adsorbed at the wall. Attractive forces between the

wall atoms and the liquid molecules inhibit evaporation. This film
covers the whole wall underneath the vapor bubble~Fig. 1!.

In most practical applications the thermal conductivity of the
liquid is far smaller than that of the wall material. In this case the
evaporation rate has a local maximum in the micro region. Most
of the heat flows through the thin liquid film where the thermal
resistance is small. The high local evaporation rate induces a
transverse liquid flow into the micro region. The pressure drop is
driven by the interface curvature effect and the adhesion force
effect. Their spheres of influence are indicated schematically in
Fig. 2. The interfacial thermal resistance is important in the cen-
tral part of the micro region, because of the low thermal resistance
of the thin liquid film and the high heat flux.

In a binary mixture one observes a preferential evaporation of
one component. Thus, the concentration of this component de-
creases in the direction of the transverse liquid flow into the micro
region. As a result of this liquid composition effect, the conserva-
tion equations have to be solved for variable thermophysical prop-
erties. Furthermore, the liquid-vapor equilibrium varies with the
composition of the liquid. The surface tension changes with the
composition, and hence a liquid flow is induced. This phenom-
enon is well-known as the Marangoni effect.

To gain the mathematical model for the micro region, in the
following paragraphs, firstly, considerable interfacial phenomena
with regard to binary mixtures are explained and their modeling
equations are derived. Secondly, the conservation equations are
simplified by means of a scale analysis. Solving heat, mass, and
momentum balances as well as the thermodynamic equilibrium of
the phase interface yields a mathematical model for the micro
region. Finally, the numerical treatment of the differential equa-
tions is presented.

3.1 Interfacial Phenomena

3.1.1 Adhesion Pressure.Long-range intermolecular forces
cause adhesion of the liquid to the wall. These forces profoundly
affect the performance of thin liquid film evaporation. The me-
chanic interpretation is a force per unit area acting perpendicular
to the plane of the interface. If the liquid film thicknessd is so
small that the adhesion pressure influences heat transfer in the
micro region (d<20 nm), disjoining pressure takes the form@16#

pdis5
A

h3 (3)

whereh is the orthogonal distance between the wall and a parallel
liquid layer. The dispersion constantA describes the London dis-

Fig. 1 Single bubble subsystem and computational domains

Fig. 2 Significant phenomena in the micro region
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persion interaction between two apolar molecules or atoms, the
Debye induction interaction, and the Keesom orientation interac-
tion. It can be calculated using the Lifshitz theory@17#. This
theory utilizes the dispersion of light caused by the electronic
structure of atoms and molecules. Based on dielectric and optical
properties the dispersion constant for two identical media interact-
ing across vacuum can be calculated, e.g.,Ass for the solid phase
as well asAll for the liquid phase. Using combining laws@16# one
derives~except for media with high dielectric constants!

A5Asl5AAssAll . (4)

In the case of liquid mixtures of similar components~such as two
alkanes!, the dispersion constant is a molar average of the values
of the two pure components (A11 andA22) @18#:

All 5xl ,1A111xl ,2A22. (5)

3.1.2 Pressure Difference at the Phase Interface.At a
curved phase interface the surface tension causes a pressure dif-
ference between the liquid pressurepph,l and the vapor pressure
pph,v at the phase interface. The corresponding Young-Laplace
equation reads

pph,v2pph,l5sK. (6)

Equation~6! holds for the Gibbs assumption of a two-dimensional
phase interface. This assumption is justified for phase interfaces
that are not influenced by the vicinity of another interface~e.g., a
wall!. But for a liquid film thickness of the order of the phase
interface thickness~about one nanometer! there is an additional
contribution of the disjoining pressure~see Fig. 3!. Assuming the
vapor phase to be described by the ideal gas law, the enhanced
Young-Laplace interfacial pressure difference model yields@19#

pph,v2pph,l5sK1
A

d3 5pcap. (7)

The pressure difference in Eq.~7! is called capillary pressurepcap.
In case of a spherical bubble the phase interface curvatureK can
be expressed as

K5
d2d/dj2

@11~dd/dj!2#3/21
1

j

dd/dj

@11~dd/dj!2#1/2. (8)

3.1.3 Interfacial Thermal Resistance.If the liquid film in the
micro region becomes very thin the thermal resistance of the liq-
uid is of the same order as the interfacial thermal resistance. In his

studies Schrage@20# used the kinetic theory of gases to develop
the basics for the interfacial thermal resistance of pure substances.
Extending his studies to binary mixtures the thermal resistance of
the phase interfaceRph is gained@21#:

Rph5
22 f

2 f FDV̄TsatA2pR̄Tsat/H̄ lvDH̄S xph,v,1

AM1

1
xph,v,2

AM2
D G .

(9)

The coefficientf in Eq. ~9! is usually called condensation coeffi-
cient. It is defined as the ratio of condensing molecules to vapor
molecules striking the interface. Different values for the conden-
sation coefficient are reported in the literature, often they are
smaller than unity@22#. This might result from either a system
contamination or deviations from the kinetic theory model used to
define the condensation coefficient@23#. Both, no system contami-
nation and the validity of the kinetic theory model are assumed in
this investigation. Therefore, the condensation coefficient is unity.

3.1.4 Marangoni Convection.When a liquid-vapor interface
is exposed to a concentration or temperature gradient parallel to it,
a flow called surface tension-driven or Marangoni convection is
induced. The origin of this kind of convection can be explained by
a local imbalance of surface tension@24#. Applying Newton’s law
of viscosity, a balance between viscous shear stresses and surface
tension forces at the phase interface yields the so-called Ma-
rangoni boundary condition

tph,l5
ds

da
(10)

wherea is the coordinate parallel to the phase interface. Herein, it
is assumed that the viscosity of the vapor is much smaller than
that of the liquid,nv!n l .

3.2 Scale Analysis. The special geometrical conditions and
the flow type allow to simplify the conservation equations for a
Newtonian fluid by means of a scale analysis. In the micro region
the reference film thicknessd0 is far smaller than the reference
lengthL0 of the micro region:

S d0

L0
D 2

!1. (11)

The transverse liquid flow~cf. Fig. 2! can be considered as a
creeping thin film flow, i.e.,

Re5
u0d0

n0
→0 (12)

whereu0 is the reference velocity in the film.
With characteristic quantities of the given problem the conser-

vation equations are rearranged in dimensionless form. Using Eq.
~11! and ~12! the orders of magnitude of the terms are compared
to each other and appropriate quantities are neglected@21#.

The Navier-Stokes equations reduce to

]pl

]j
5r lv l

]2uj

]h2 , (13)

]pl

]h
5

]

]h S A

h3D . (14)

Integration leads to a velocity component inj-direction ~parallel
to the wall!

uj~j,h!5
1

n lr l
F S ]pl

]j D S h2

2
2hd D1

1

A11~dd/dj!2

]s

]j
hG

(15)

where the last term takes into account the Marangoni boundary
condition. The velocity component inh-directionuh(j,h) is ob-
tained by evaluating the equation of continuity.

Fig. 3 Pressure balance at a curved liquid-vapor phase inter-
face in the vicinity of a solid wall
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If the wall is impermeable, the concentration is only a function of
the radial coordinatej according to the scale analysis of the equa-
tion of continuity for each component. Fick’s law describes the
diffusive mass fluxj 1 of component 1 in component 2

j 15r lDl ,12S dyl ,1

dj D . (16)

From the energy equation one obtains that in the liquid film heat is
manly transferred by one-dimensional conduction normal to the
wall ~h-direction in Fig. 2! at a wall temperatureTw,mic . This
yields

q̇5
Tw,mic2Tph,min

d/l l1Rph /A11~dd/dj!2
. (17)

In the above relationTph,min is the minimum phase interface tem-
perature for evaporation of the fluid~see chapter 3.4!,Rph the
interfacial thermal resistance at the phase interface according to
Eq. ~9!, anddd/dj the slope of the phase interface relative to the
length coordinatej that is parallel to the wall~see Fig. 2!.

3.3 Thermodynamic Equilibrium. The minimum phase
interface temperature for evaporationTph,min is different from the
saturation temperatureTsat if external forces such as surface ten-
sion or intermolecular adhesion act normal to the interface. The
Thomson equation for binary mixtures@12# dictates that this shift
is given by

Tph,min5TsatS 11
xph,v,1Vl ,11xph,v,2Vl ,2

DH̄
pcapD (18)

The equation considers the influence of the capillary pressure~7!
and liquid composition described by the partial molar volumes in
the liquid Vl ,1 and Vl ,2 . For the nucleate boiling process of a
binary mixture one has to consider the following two effects on
the liquid-vapor phase equilibrium~see Fig. 4!. Firstly, the pres-
sure difference at the phase interface,pcap, leads to a lower liquid
pressurepph,l (pcap.0) than the vapor pressurepph,v and hence a
lower liquid mole fractionxph,l ,1 (pcap.0) compared to a plane
phase interfacexph,l ,1 (pcap.0) without adhesion forces. Sec-
ondly, the Thomson Eq.~18! describes the increase of the mini-
mum phase interface temperatureTph,min due to the capillary pres-
sure effect. As a result one obtains the liquid-vapor phase
equilibrium of a curved thin liquid film. In Fig. 4 the equilibrium
state of the liquid at the phase interface is given by I and the
equilibrium state of the vapor at the phase interface is given by II.
It should be noted that the boiling curve forpph,l (pcap.0) in Fig.
4 is the one that results from the thermodynamic equilibrium at a

curved phase interface with adhesion forces and is different from
that at a plane phase interface without adhesion forces.

3.4 Mathematical Model and Numerical Treatment. The
analysis of Eq.~15! to ~18! together with a mass balance for each
component leads to a set of six nonlinear ordinary differential
equations:

dd

dj
5d8

dd8

dj
5S 1

s S pcap2
A

d3D2
1

j

d8

~11d82!1/2D ~11d82!3/2

dpcap

dj
523

nL

d3 Ṁ j2
3

2dA11~dd/dj!2

ds

dj
13A

d8

d4

d~Ṁ jj!

dj
5

j

Dh1v

Tw,mic2TsatS xph,v,1Vl ,11xph,v,2Vl ,2

DH̄
pcapD

d/l11Rph/A11d82

dyl ,i

dj
5yl ,i8

dyl ,i8

dj
5
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dj S yph,v,i2yl ,i

jdr lDl ,12
D2yl ,i8 S ~Ṁ jj!

jdr lDl ,12
1

1

j
1

d8

d
D

12yl ,i82S 1

Dl ,12

dDl ,12

dyl ,i
1

1

r l

dr l

dyl ,i
D (19)

The differential equations of the micro region are integrated using
a Runge-Kutta method. As a result, for a given radiusr (t) one
gets the characteristic data of microscale heat and mass transfer,
e.g., the liquid compositionyl ,i , the shape of the liquid-vapor
interfaced~j! including the apparent contact anglewapp ~see Fig.
1!, and the local heat fluxq̇(j).

4 Macroscale Heat and Mass Transfer

4.1 Modeling Equations and Boundary Conditions. The
macro region consists of the liquid adjacent to the micro region
and the wall. Heat transfer is modeled with simplifying assump-
tions. Energy storage can be neglected because the ratio of energy
storage and heat of evaporation~see phase conversion number! is
far smaller than one. Convective heat transfer within the thermal
boundary layer is neglected, too@25,26#. Hence, to calculate heat
transfer in the macro region the Laplace equations¹2 T50 for
the liquid and solid domain have to be solved. Nevertheless, one
obtains a transient temperature field because of the moving
boundaryr (t). Concentration changes only very slightly in the
macro region~see Fig. 8!. Therefore, the liquid concentration and
the thermophysical properties are set constant outside the micro
region.
The boundary conditions are shown in Fig. 5. Adiabatic bound-
aries are used due to the symmetry and the non-evaporating ad-
sorbed liquid film.

4.2 Finite Element Method. To solve the Laplace equa-
tions the finite element code SEPRAN@27# is used. The mesh
consists of triangular elements with quadratic functions~Fig. 6!.
The finite elements are distributed depending on the temperature
gradient in the macro region. Hence, the grid width in the neigh-
borhood of the micro region is extremely small and the number of
elements therefore becomes very high.

5 Iteration Between Micro Region and Macro Region
The computation is started in the micro region with an assumed

value of the wall temperature,Tw,mic . The initial data for equa-
tions ~19! at j50 where the meniscus is connected to the non-

Fig. 4 Variation of the liquid-vapor equilibrium taking into ac-
count the influence of the capillary pressure effect
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evaporating adsorbed liquid film is determined in an iterative pro-
cedure to match the macroscopic bubble radius, phase interface
temperature, and liquid composition at the transition to the macro
region. After computing the total heat that is transferred trough the
micro region into the vapor, the chosen wall temperature in the
micro region is used to calculate the heat that is conducted
through the macro region into the micro region. If these two heat
flows do not satisfy the energy balance at the interface between
micro and macro region, the value ofTw,mic is corrected and the
calculation is started again. When the energy balance is fulfilled,
the iteration ends and the heat transfer coefficient is calculated
using Eqs.~1! and~2!. A more detailed description of the iterative
process, especially the used shooting method, is provided by
@11,28#.

6 Results
To verify the model, heat transfer in nucleate boiling of various

binary mixtures of hydrocarbons on a copper plate is studied@21#.

The examples correspond to experiments of Bednar and Bier@29#
because in this work heat transfer coefficients, the related bubble
site densities, and the departure diameters are measured simulta-
neously. Thermophysical properties are taken from@29,30#.

6.1 Micro and Macro Region Results. This paragraph
deals with some numerical results of the micro region analysis for
nucleate boiling of a propane/n-butane mixture on a copper plate.
A mean heat flux ofq̇m523104 W/m2 at the outer surface of the
evaporator wall and a reduced pressure ofp* 50.2 are chosen.
The liquid bulk mass fraction isyl ,1,bulk50.667, the saturation
temperature amounts toTsat5303.92 K, and a bubble site density
of Nb5658/cm2 is determined. Thus, the diameter of the single
bubble subsystemdsub50.44 mm is obtained. In the correspond-
ing experiments@29#, thermocouples were placeddw50.5 mm be-
low the boiler surface. The boundary layer thicknessd th
50.245 mm results from the relations for natural convective heat
transfer@12,31#. With the theory presented in paragraph 3.1.1 the
dispersion constantA56.1310221 J is calculated.

In Fig. 7 to 11 the micro region results for a single bubble with
the radiusr 50.057 mm are shown. An adsorbed film radius of
jads50.023 mm and a thickness ofdads56.5 nm are computed. In
Fig. 7 the film thicknessd, the heat fluxq̇, and the velocity vec-
tors of the transverse liquid flow are plotted versus the radial
coordinatej2jads. The interface approaches the wall with nearly
constant curvature, then turns sharply, and ends in the adsorbed
film. The thermal resistance of the thin liquid film decreases with
decreasing film thickness, and hence the heat flux increases. Close
to the adsorbed film, wherej2jads→0, the heat flux is reduced by
the adhesion pressure. These two opposite effects lead to a maxi-
mum of the heat flux which reaches a value ofq̇543107 W/m2

~Fig. 7!, whereas the mean heat flux at the outer surface of the
wall is only q̇m523104 W/m2. Due to the distribution of the heat
flux the liquid flows wedge-shaped into the micro region and then
turns increasingly towards the interface where evaporation takes
place. Close to the adsorbed film the liquid velocity approaches
zero. The apparent contact anglewapp529,4° is a further result of
the micro region analysis.

In Fig. 8 the distribution of the liquid and vapor mass fraction
for the more volatile component propane in the micro region is
shown. Due to the high evaporation rate and the preferential
evaporation of propane, the mass fractions in the liquid and vapor
phase decrease in the direction of the transverse liquid flow to-
wards the adsorbed film. Strong concentration gradients occur.
The variation of the liquid composition influences the local phase
equilibrium and the thermophysical properties. With decreasing
concentration of the more volatile component the saturation tem-
peratureTsat increases~Fig. 9!. At j2jads50 the liquid-vapor
phase interface is connected to the adsorbed film where the phase

Fig. 5 Thermal boundary conditions in the macro region

Fig. 6 Finite element distribution in the macro region

Fig. 7 Liquid film thickness, heat flux, velocity vectors, and
apparent contact angle in the micro region of the binary mix-
ture propane Õn-butane „y l ,1,bulkÄ0.667, p *Ä0.2, ToutÀTsat
Ä10.74 K, jadsÄ0.023 mm, rÄ0.057 mm…
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interface has a temperatureTph equal to the wall temperature.
Hence, no evaporation at the adsorbed film occurs. Within the
micro region the difference between the wall temperatureTw,mic
and the minimum phase interface temperatureTph,min, Eq. ~17!,
drives the heat transfer at the interface. Liquid and vapor state can
also be discussed in the phase equilibrium diagram~Fig. 10!,
where the states of liquid and vapor phase are marked at the
transition from the micro to the macro region (I end and II end) and
at the transition from the micro region to the adsorbed film (I ads
andII ads). Within the micro region states change along the plotted
lines in Fig. 10 according to Fig. 8 and Fig. 9.

In the macro region two-dimensional heat conduction is calcu-
lated. Figure 11 depicts a plot of the macroscopic temperature
distribution in the wall and in the liquid bulk. The isotherms in-
dicate that the heat flow is concentrated towards the micro region.
In this example about 30% of the total heat supplied at the outer
surface of the evaporator wall passes through the micro region.
The model computes a heat transfer coefficienta
52594 W/(m2K) that belongs to a bubble radius ofr
50.057 mm~departure radius!. For smaller bubble radii the cal-
culated heat transfer coefficients are shown in Fig. 12. They de-
pend linearly on the radius. Without bubbles (r 50) the calculated
heat transfer coefficient corresponds to the thermal resistance of
the liquid layer in natural convection.

For each valuer (t) a heat flow into the bubbleQ̇b is gained.
The heat flowQ̇b is related to the evaporating liquid mass flux and
thus to the bubble growth rate. It follows

V̇b5
Q̇b

Dhlvrv
(20)

Fig. 8 Liquid and vapor mass fraction of the more
volatile component propane in the micro region of the binary
mixture propane Õn-butane „y l ,1,bulkÄ0.667, p *Ä0.2, ToutÀTsat
Ä10,74 K, jadsÄ0.023 mm, rÄ0.057 mm…

Fig. 9 Temperatures in the micro region of the binary
mixture propane Õn-butane „y l ,1,bulkÄ0.667, p *Ä0.2, ToutÀTsat
Ä10,74 K, jadsÄ0.023 mm, rÄ0.057 mm…

Fig. 10 Liquid-vapor phase equilibrium in the micro region of
the binary mixture propane Õn-butane „y l ,1,bulkÄ0.667,
p *Ä0.2, ToutÀTsatÄ10, 74 K, jadsÄ0.023 mm, rÄ0.057 mm…

Fig. 11 Temperature distribution in the macro region of the
binary mixture propane Õn-butane „y l ,1,bulkÄ0.667, p *Ä0.2, Tout
ÀTsatÄ10, 74 K, jadsÄ0.023 mm, rÄ0.057 mm…

Fig. 12 Calculated heat transfer coefficients at different
bubble radii of the binary mixture propane Õn-butane „y l ,1,bulk
Ä0.667, p *Ä0.2, ToutÀTsatÄ10,74 K…
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whereV̇b is the time derivative of the bubble volume. Integration
of Eq. ~20! over small time stepsDt yields the functionr (t). In
Fig. 13 calculated radii are plotted versus the time. They can be
correlated by a function of the form

r ~ t !5CAt. (21)

In the present example one derivesC52.031023 ms20.5.
The numerical accuracy of the model is estimated by checking

the energy balance and calculating its residual. First, at the inter-
face between micro and macro region and second, at the outer
boundaries of the macro region. We thereby estimate the numeri-
cal accuracy of calculated heat transfer coefficients to65%.

6.2 Verification of Heat Transfer Coefficients. In order to
compare computations with experiments the mean heat transfer
coefficient is calculated according to Eq.~1! and Eq.~2!. As input
parameters the model needs bubble site densities which are re-
ported in very few publications only. Therefore, experimental val-
ues are taken from Bednar and Bier@29#. They measured heat
transfer coefficients on copper tubes and determined bubble site
densities as well as departure diameters for various binary mix-
tures of hydrocarbons simultaneously. The error of measurement
for the chosen data is in the range of610%.

In Fig. 14–20 results for different compositions of the binary
mixtures propylene/propane, propane/n-butane, and ethane/
propane are shown. The model is capable to predict qualitatively
the heat transfer coefficient as a function of composition for dif-
ferent mixtures and pressures. The model seems to describe well
the typical mixture phenomena: the propylene/propene mixture
shows almost no reduction of the heat transfer coefficient at inter-
mediate bulk mole fractions~Fig. 14!, because the components are
rather similar once. The propane/n-butane and ethane/propane
mixtures~Fig. 15–20!, however, show the typical and well known
reduction of the heat transfer coefficient at intermediate bulk mole
fractions. The quantitative deviation between experimental and
numerical values is less than 22% if the error of measurement
~610%! is not considered. As can be seen from the figures, in all
cases numerical values are lower than experimental ones. The
reason might be that the convective heat transfer around the rising
bubble is not yet included in the model and that the single bubble
model does not yet account for convection and flow effects around
tubes. This explanation is strengthened by the fact that the devia-
tion becomes smaller for increasing heat flux. With increasing
heat flux the bubble site density also increases and this in turn
leads to a decreasing influence of the heat transfer in the macro
region where convective heat transfer is neglected so far. Further-
more, a study of the influence of convection on nucleate boiling
heat transfer of pure substances around horizontal tubes@32# with
the micro region model@6# seems to confirm this explanation.

6.3 Simplified Approach for the Heat Transfer Coefficient.
Due to the linear dependence of the heat transfer coefficient with
the bubble radius~Fig. 12!and due to Eq.~21!, integration of Eq.
~1! and Eq.~2! yields

am5
1

3
a f c1

2

3
a~r dep!, (22)

wherea f c is the heat transfer coefficient for free convection@31#
anda (r dep) the heat transfer coefficient of the subsystem with a

Fig. 13 Calculated bubble radii versus time of the binary
mixture propane Õn-butane „y l ,1,bulkÄ0.667, p *Ä0.2, ToutÀTsat
Ä10,74 K…

Fig. 14 Comparison of computational results with data from
experiments †26‡ of the binary mixture propylene Õpropane for
different compositions „p *Ä0.03, q̇ mÄ2Ã104 WÕm2

…

Fig. 15 Comparison of computational results with data from
experiments †26‡ of the binary mixture propane Õn-butane for
different compositions „p *Ä0.2, q̇ mÄ2Ã104 WÕm2

…
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bubble at departure radius. Equation~22! enables to predict the
mean heat transfer coefficient by only one numerical calculation
for the bubble departure radiusr dep and thus reduces the numeri-
cal expenditure enormously compared to the full time dependent
computation.

7 Summary and Outlook
Confining ourselves to low and intermediate heat fluxes, nucle-

ate boiling heat transfer of binary mixtures can be described theo-
retically using a single bubble model. The modeling equations are

derived by simplifying the conservation equations as well as con-
sidering special microscale and mixture effects. The resulting set
of differential equations has to be solved numerically. As a result
one gets the heat transfer coefficient of binary mixtures. Compar-
ing this data with measurements from experiments implies good
accuracy. As input parameters only the thermophysical properties
as well as values for the bubble site density and the departure
diameter are required.

Evaluating heat transfer in the subsystem indicates that the mi-
cro region has a strong influence on overall heat flow. A consid-

Fig. 16 Comparison of computational results with data from
experiments †26‡ of the binary mixture propane Õn-butane for
different compositions „p *Ä0.2, q̇ mÄ2Ã103 WÕm2

…

Fig. 17 Comparison of computational results with data from
experiments †26‡ of the binary mixture propane Õn-butane for
different compositions „p *Ä0.1, q̇ mÄ1Ã104 WÕm2

…

Fig. 18 Comparison of computational results with data from
experiments †26‡ of the binary mixture propane Õn-butane for
different compositions „p *Ä0.1, q̇ mÄ4Ã103 WÕm2

…

Fig. 19 Comparison of computational results with data from
experiments †26‡ of the binary mixture propane Õn-butane for
different compositions „p *Ä0.03, q̇ mÄ1Ã104 WÕm2

…
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erable amount of the supplied heat at the evaporator wall flows
through that region. In the micro region, the liquid-vapor equilib-
rium is influenced by the capillary pressure effect and the arising
strong concentration gradients. Mixture effects, e.g., diffusive
mass transfer and Marangoni convection, are also taken into ac-
count.

In literature there is no general agreement about the importance
of different physical phenomena in nucleate boiling of binary mix-
tures. Using the developed model, one can identify dominant mix-
ture effects as discussed in a proceeding paper.
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Nomenclature

A 5 dispersion constant~J!
a 5 coordinate parallel to the phase interface~m!
C 5 constant~ms20.5!
D 5 diffusion coefficient~m2/s!

dsub 5 diameter of the subsystem~m!
f 5 condensation coefficient~2!

H̄ lv 5 molar heat of evaporation~J/kmol!
DH̄ 5 molar heat of total evaporation~J/kmol!

Dhlv 5 latent heat of evaporation~J/kg!
j 5 diffusive mass flux~kg/~m2 s!!

K 5 curvature~1/m!
L 5 film length ~m!
M 5 molar mass~kg/kmol!

Ṁ j 5 integrated mass flux~kg/~ms!!
Nb 5 bubble site density~1/m2!

p 5 pressure~N/m2!
p* 5 reduced pressure (p/pc) ~2!
pc 5 critical pressure~N/m2!

pcap 5 capillary pressure~N/m2!
pdis 5 disjoining pressure~N/m2!
Q̇b 5 heat flow into the bubble~W!

q̇ 5 heat flux~W/m2!

q̇m 5 time- and area-averaged heat flux~W/m2!
r 5 radius~m!

r dep 5 departure radius~m!
R̄ 5 universal gas constant~J/~kmol K!!

Rph 5 interfacial thermal resistance~m2 K/W!
Re 5 Reynolds number~2!
T 5 temperature~K!

DTiso 5 temperature difference of isotherms~K!
Tph,min 5 minimum phase interface temperature for evaporation

~K!
t 5 time ~s!

tb 5 bubble growth time~s!
Dt 5 time step~s!

u 5 liquid velocity ~m/s!
V̇b 5 time derivative of the bubble volume~m3/s!

DV̄ 5 molar volume difference of total evaporation
~m3/kmol!

V̄ 5 partial molar volume~m3/kmol!
x 5 mole fraction~2!
y 5 mass fraction~2!

Greek symbols

a 5 area-averaged heat transfer coefficient~W/~m2 K!!
am 5 time- and area-averaged heat transfer coefficient

~W/~m2 K!!
d 5 film thickness~m!

d th 5 thermal boundary layer thickness~m!
dw 5 wall thickness~m!
h 5 coordinate normal to the wall~m!

wapp 5 apparent contact angle~°!
l 5 thermal conductivity~W/~mK!!
n 5 kinematic viscosity~m2/s!
j 5 coordinate parallel to the wall~m!
r 5 density~kg/m3!
s 5 surface tension~N/m!
t 5 shear stress~N/m2!

Subscripts

ads 5 adsorbed film
bulk 5 bulk
end 5 end of micro region~transition to the macro region!

fc 5 free convection
h 5 vertical direction
i 5 component
l 5 liquid

mic 5 micro region
out 5 outer surface of the wall
ph 5 phase interface

s 5 solid
sat 5 saturation
v 5 vapor
w 5 wall
j 5 radial direction
0 5 reference quantity
1 5 more volatile component
2 5 less volatile component
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Investigation of Decisive Mixture
Effects in Nucleate Boiling of
Binary Mixtures Using a
Theoretical Model
In the present paper an attempt is made to clarify the influence of mixture effects upon
heat transfer in nucleate boiling of binary mixtures. The studies are based on a theoretical
model that is briefly summarized. Evaluating heat and mass transfer around a single
vapor bubble emphasizes a strong influence of the so-called micro region where the
liquid-vapor phase interface approaches the wall. Due to the preferential evaporation of
one component of the mixture, strong concentration gradients occur in the micro region.
These microscale composition effects cause diffusive mass transfer, Marangoni convec-
tion, and a variation of the liquid-vapor phase equilibrium as well as a variation of the
thermophysical properties. From a macroscopic point of view the bubble site density and
the departure diameter vary with the composition of the liquid. By means of parameter
studies decisive mixture effects are identified and their relevance in the nucleate boiling
process is stated. The heat transfer coefficient crucially depends on the bubble site density
and departure diameter. For increasing bubble site density, the influence of microscopic
concentration gradients increases. But only the variation of liquid-vapor phase equilib-
rium becomes important, while diffusive mass transfer and Marangoni convection can be
neglected. @DOI: 10.1115/1.1622716#

Keywords: Binary, Boiling, Heat Transfer, Modeling, Thin Films

1 Introduction
In the last decade many research projects were carried out on

developing theoretical models to predict nucleate boiling heat
transfer coefficients@1#. One of the aims was to supplement em-
pirical correlations needed for the design of boilers. In a first step,
investigations were confined on boiling of pure substances. Based
on a modeling theory to compute the nucleate boiling heat transfer
coefficient of pure liquids@2#, the authors developed a model to
calculate heat transfer coefficients of binary mixtures@3,4#. As
input parameters only values for the bubble site density and the
departure diameter are required. This data can either be taken
from measurements directly or can be obtained by using standard
bubble departure diameter correlations, e.g.,@5# and site density
models@6#. The model describes the heat and mass transfer in the
liquid and wall around a single growing bubble~Fig. 1 left hand
side!. Computational results are in good agreement with data from
experiments of Bednar and Bier@7#. The corresponding heat trans-
fer coefficients are shown in Fig. 2. The error of measurement is
in the range of610%. Furthermore, values of frequently used
correlations are plotted in that figure. The correlations of Fujita
and Tsutsui@8#, Schlünder @9#, and Stephan and Ko¨rner @10# also
allow to calculate the heat transfer coefficient of binary mixtures,
but only if the heat transfer coefficients of the two pure compo-
nents are known. However, their correlations are partly based on
different physical phenomena. Stephan and Ko¨rner take into ac-
count the local difference between liquid and vapor composition.
Fujita and Tsutsui additionally consider the temperature difference
between boiling and dew point curve at constant liquid concentra-
tion. Schlünder adds a diffusive mass transfer resistance in the
near wall liquid layer.

Despite of a lot of publications and discussions on nucleate

boiling of binary mixtures, one hasn’t come to an agreement con-
cerning physical phenomena governing the heat and mass transfer
process. Therefore, by utilizing the mentioned theoretical model
@3,4#, decisive mixture effects have been identified as presented in
the proceeding chapters.

First of all, the used modeling theory is briefly summarized.
The proceeding chapter is dedicated to the influence of mixture
effects occurring in the tiny thin film area, called micro region,
where the liquid-vapor phase interface approaches the wall. Fi-
nally, parameter studies are presented that inform on governing
physical phenomena and especially on causal parameters respon-
sible for the characteristic reduction of the heat transfer coefficient
at intermediate compositions~see Fig. 2!.

2 Single Bubble Model
The theoretical model that is summarized in this chapter is de-

scribed in detail in@3,4#. The main ideas and assumptions are the
following. As long as neighboring bubbles do not interact, the
boiling system can be divided into small, symmetric subsystems,
each of them containing a single vapor bubble. On the left hand
side of Fig. 1 the single bubble subsystem is shown. The size of
the system is chosen corresponding to the active bubble site den-
sity. Boundary conditions are the saturation temperatureTsat and
the outside wall temperatureTout , whered th is the thickness of
the thermal boundary layer anddw denotes for the position of the
thermocouples underneath the boiler surface in experiments. The
model calculates the heat fluxq̇(j,r ) for the time period when the
bubble is growing from an infinitesimal size to the departure ra-
dius. After averaging the heat flux with respect to the heater area
and the bubble growth time, the mean heat transfer coefficient is
obtained using

am5
q̇m

Tout2Tsat
(1)
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In order to calculate the heat flux, the computational domain is
subdivided into two regions: the micro region, where the liquid-
vapor phase interphase approaches the wall, and the liquid adja-
cent to the micro region as well as the wall, called macro region
~see Fig. 1!. In the macro region heat transfer is governed by
two-dimensional heat conduction. The well known Laplace equa-
tions ¹2T50 are solved with a finite element method. In Fig. 1
the micro region is plotted on a larger scale. Whereas in the macro
region the phase interphase has a constant curvature correspond-
ing to the bubble radius, in the micro region the phase interphase
turns sharply and ends in a non-evaporating thin liquid film which
is adsorbed at the wall. Long range van der Waals forces between
the wall atoms and the liquid molecules inhibit evaporation. This
film covers the whole wall underneath the vapor bubble. In most
practical applications the thermal conductivity of the liquid is far
smaller than that of the wall material. In this case the evaporation
rate has a local maximum in the micro region. Most of the sup-
plied heat at the evaporator wall flows through the thin liquid film
where the thermal resistance is small. The high local evaporation
rate induces a transverse liquid flow into the micro region. The
pressure drop is driven by the phase interface curvature effect and
the adhesion effect. Their spheres of influence are schematically
indicated in Fig. 1. The interfacial thermal resistance is important
in the central part of the micro region, because of the low thermal
resistance of the thin liquid film and the high heat flux. In a binary
mixture one observes a preferential evaporation of one component

of the mixture. Thus, the concentration of this component de-
creases in the direction of the transverse liquid flow into the micro
region. As a result of this concentration effect the conservation
laws are solved for variable thermophysical properties, and
Marangoni convection as well as diffusive mass transport are
considered.

The aim of the present paper is to identify decisive mixture
effects in nucleate boiling heat transfer using the above described
theoretical model. Due to the separation of scales, the model dis-
tinguishes between microscale and macroscale mixture effects.
The following microscale mixture effects caused by concentration
gradients in the thin film area are considered in the model:

• diffusive mass transfer
• Marangoni convection due to surface tension gradients
• change of properties in general~e.g., density, viscosity, ther-

mal conductivity, and latent heat of evaporation!
• change of equilibrium phase interface temperature~saturation

temperature!

From the point of view of our model, macroscale mixture effects
are:

• change of active site density with bulk concentration
• change of departure diameter with bulk concentration

3 Influence of Microscale Mixture Effects
To evaluate mixture effects in the micro region, our attention is

drawn to a propane/n-butane mixture (yl ,1,bulk50.063,
p* 50.2, Tout2Tsat57.87 K). The saturation temperature
amounts toTsat5335.45 K.

In Figs. 3 and 4 the results for a single bubble with a radiusr
50.05 mm are shown. An apparent contact angle ofwapp521.4°
and an adsorbed film length ofjads50.016 mm are computed~see
Fig. 1!. In Fig. 3 the film thicknessd and the heat fluxq̇ are
plotted versus the radial coordinatej2jads. Whereas the shape of
the bubble is assumed to be spherical in the macro region, the
curvature of the liquid-vapor phase interface changes strongly in
the micro region. Towards the adsorbed liquid film the curvature
approaches zero. The thermal resistance of the thin liquid film is

Fig. 1 Single bubble subsystem and significant phenomena in
the micro region

Fig. 2 Comparison of computational results with data from ex-
periments †5‡ and correlations †6–8‡ of the binary mixture
ethaneÕpropane for different compositions „p *Ä0.1, q̇ mÄ4
Ã103 WÕm2

…
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becoming lower with decreasing film thickness, and hence the
heat flux increases. Close to the adsorbed film, wherej2jads
→0, the heat flux is reduced by the adhesion pressure. These two
opposite effects lead to a maximum of the heat flux, which
reaches a value ofq̇523107 W/m2 ~Fig. 3!, whereas the mean
heat flux at the outer surface of the wall is onlyq̇m52
3104 W/m2. Thus, in the present example 24% of the total heat
supplied at the outer surface of the evaporator wall passes through
the micro region.

In Fig. 4 the distribution of the liquid and vapor mass fraction
of the more volatile component propane in the micro region are
shown. Due to the high evaporation rate and the preferential
evaporation of the more volatile component, the mass fractions
decrease in the direction of the transverse liquid flow towards the
adsorbed film. Strong concentration gradients occur. This in turn
leads to an increase of the saturation temperature in the direction
of the transverse liquid flow into the micro region~see Fig. 4!.

3.1 Diffusive Mass Transfer. The differential equations of
the micro region model are based on a scale analysis of the con-
servation equations. This analysis implies some simplifications
@3,4#. One of them reads that diffusive mass transfer normal to the
wall, i.e., in h-direction ~Fig. 1! can be neglected. To evaluate
diffusive mass transfer in radial direction~j! the calculated ratio
of diffusive to convective mass flow of the more volatile compo-
nent propaneJ̇1 /Ṁ1 in the micro region of the binary mixture
propane/n-butane is shown in Fig. 5. Diffusion contributes with 5
to 20% to mass transfer where 0<j2jads<0.2531026 m, but
only a very small amount of the heat flow passes through this area
~see Fig. 3!. For increasing values ofj2jads the diffusive contri-

bution tends to 0%. Therefore, diffusive mass transfer can be ne-
glected in the micro region of this propane/n-butane mixture with
a rather wide boiling range. It is unknown whether it is also neg-
ligible for mixtures with even wider boiling ranges, e.g., oil/water.

3.2 Marangoni Convection. The influence of Marangoni
convection can be evaluated by considering the pressure gradient
in the micro region@3,4#:

dpl

dj
5

3n l

jd3 ~Ṁ jj!1
3

2dA11~dd/dj!2

ds

dj
. (2)

The first term in Eq. 2 describes convection induced by evapora-
tion and the second term describes the Marangoni convection. The
ratio of the pressure gradient due to Marangoni convection and the
total pressure gradient in the micro region of the binary mixture
propane/n-butane is plotted in Fig. 6. It illustrates that Marangoni
convection amounts to less than 3% of the total pressure gradient
in the central part of the micro region and becomes important only
towards the macro region. The plotted velocity profiles~Fig. 7!
reveal a shear stress at the phase interphase that induces a weak-
ening of the liquid flow into the micro region. This shear stress
results from the fact that the surface tension decreases with de-
creasing mass fraction of the more volatile component propane
ds(yl ,1)/dj.0. But Marangoni convection in the micro region
does not influence heat transfer coefficients as shown below
~chapter 3.4!. In the macro region Marangoni convection is domi-
nated by forced convection due to the growing vapor bubble@11#

Fig. 3 Liquid film thickness and heat flux in the micro region
of the binary mixture propane Õn-butane „y l ,1,bulkÄ0.063, p *
Ä0.2, ToutÀTsatÄ7,87 K, jadsÄ0.016 mm, rÄ0.05 mm…

Fig. 4 Liquid and vapor mass fraction of the more volatile
component propane as well as saturation temperature in the
micro region of the binary mixture propane Õn-butane „y l ,1,

bulk Ä0.063, p*Ä0.2, ToutÀTsat Ä7,87 K, jads Ä0.016 mm, rÄ0.05
mm…

Fig. 5 Ratio of diffusive to convective mass flow of the more
volatile component propane in the micro region of the binary
mixture propane Õn-butane „y l ,1,bulkÄ0.063, p *Ä0.2, ToutÀTsat
Ä7,87 K, jadsÄ0.016 mm, rÄ0.05 mm…

Fig. 6 Ratio of pressure gradient due to Marangoni convection
and total pressure gradient in the micro region of the binary
mixture propane Õn-butane „y l ,1,bulkÄ0.063, p *Ä0.2, ToutÀTsat
Ä7,87 K, jadsÄ0.016 mm, rÄ0.05 mm…
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and therefore can be neglected in the macro region, too. Again,
this conclusion may not be valid for mixtures with even wider
boiling ranges, e.g., oil/water.

3.3 Change of Thermophysical Properties. Thermophysi-
cal properties vary with the composition of the liquid, and a varia-
tion of these properties influences the heat transfer coefficient.
Table 1 contains tendencies obtained by several parameter studies.
Thereby, mixtures have to be classified according to their concen-
tration gradient in the micro region. Such a classification is shown
in Fig. 8. In type A mixtures the concentration of the more volatile
component increases in radial direction from the center of the
single bubble subsystem, i.e.,dyL,1 /dj.0. This is observed in
zeotropic mixtures in general as well as in some azeotropic mix-
tures. In type B mixtures the concentration gradient has an oppo-
site sign, i.e.,dyL,1 /dj,0. This is only observed in some azeo-
tropic mixtures as shown in Fig. 8. Table 1 indicates the influence
of property changes with concentration on the heat transfer coef-
ficient in type A and type B mixtures. For example, in a type A
mixture the heat transfer coefficient decreases, if the surface ten-
sion increases with the mass fraction of the more volatile compo-
nent, i.e.,]am /](ds/dyl ,1),0. Furthermore, influences of liquid
density and viscosity changes, changes of liquid thermal conduc-
tivity, and heat of evaporation are presented in the table.

The main reasons for the observed tendencies might be the
following: decreasing liquid densityr l and kinematic viscosityn l
in the direction of the liquid flow into the micro region lead to a
decrease of the viscosity effects in the Navier-Stokes equations
and hence an increase of mass and heat transfer. An increase of
thermal conductivityl l or latent heat of evaporationDhln leads to

an improvement of heat transfer towards the micro region. The
gradient of surface tension results in a shear stress that influences
liquid flow as stated in the preceding chapter.

3.4 Change of the Saturation Temperature. The influence
of an increase of the saturation temperature~Fig. 4! on heat trans-
fer in the micro region is determined by parameter studies. In
these computations all mixture effects are switched off except for
the variation of the saturation temperature with the concentration,
i.e., no Marangoni convection is considered and the thermophysi-
cal properties are set constant corresponding to the values at bulk
concentrationxl ,bulk in the macro region. The heat flow in the
micro regionQ̇mic that is calculated with these assumptions then is
compared to the heat flow in the micro regionQ̇mic (xl5const.)
without considering any mixture effects at all, i.e., concentration
xl is set constant. Figure 9 shows that the ratio of these heat flows
is about 0.7 for the mixture at different bulk compositions~rect-
angles in Fig. 9!, i.e., the increase of the saturation temperature
towards the bubble center leads to a decrease of heat transfer in
the micro region of about 30%. To compare this effect to the other
two mixture effects, i.e., change of properties and Marangoni con-
vection, the heat flow in the micro region is computed assuming
that the change of concentration leads to Marangoni convection
only ~rhombi in Fig. 9!or a variation of thermophysical properties
only ~triangles in Fig. 9!, respectively. But these two mixture ef-
fects alter heat transfer in the micro region very slightly as con-
firmed by a computation taking into account all mixture effects
~circles in Fig. 9!. We conclude that the variation of the saturation
temperature with composition change in the micro region is quite
important while the variation of properties and the Marangoni
convection are almost negligible in the micro region.

Figure 10 shows the liquid film thickness and the heat flux in
the micro region for the mentioned cases as well as for the ‘‘pure’’
case, i.e., the concentrationxl is set constant and no mixture ef-
fects at all are taken into account. Again, the figure indicates that
the property change and the Marangoni convection are not deci-
sive for the mixture behavior, but the change of saturation tem-

Fig. 7 Velocity profiles in the micro region of the binary mix-
ture propane Õn-butane „y l ,1,bulkÄ0.063, p *Ä0.2, ToutÀTsat
Ä7,87 K, jadsÄ0.016 mm, rÄ0.05 mm…

Table 1 Influence of variable thermophysical properties on the
heat transfer coefficient

property
dyL,1 /dj.0

~type A mixture!
dyL,1 /dj,0

~type B mixture!

s ]am

]~ds/dyl,1!
,0

]am

]~ds/dyl ,1!
.0

r l ]am

]~drl /dyl,1!
.0

]am

]~dr l /dyl ,1!
,0

n l ]am

]~dnl /dyl,1!
.0

]am

]~dn l /dyl ,1!
,0

l l ]am

]~dll /dyl,1!
,0

]am

]~dl l /dyl ,1!
.0

Dhln ]am

]~dDhln /dyl,1!
,0

]am

]~dDhln /dyl ,1!
.0

Fig. 8 Liquid vapor phase equilibrium diagrams of zeotropic
and azeotropic mixtures. Classified with regard to the sign
of the difference between liquid and vapor mole fraction at
equilibrium.
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perature is important. The change of saturation temperature with
composition leads to the following variations of liquid film thick-
ness and heat flux in the micro region compared to the ‘‘pure’’
computations: the maximum heat flux is reduced and the apparent
contact angle becomes lower.

Comparing calculated bubble growth cycles with and without
mixture effects in the micro region shows a slower bubble growth
when mixture effects are considered~Fig. 11!. This can be ex-
plained by the lower heat transfer to vapor bubble due to mixture
effects~see Fig. 9 and Fig. 10!.

4 Identification of Decisive Mixture Effects for the
Mean Heat Transfer Coefficient

The microscale mixture effects in the micro region are not the
only reason for the characteristic reduction of the heat transfer
coefficient for intermediate compositions~Fig. 2!. Furthermore,
bubble site density and departure diameter vary with the mixture
composition influencing overall heat transfer performance. These
two effects as well as the mentioned microscale mixture effects
seem to explain the reduced heat transfer as the following param-
eter studies demonstrate. In these studies 4 different cases were
investigated. The cases are~symbols in brackets are also used in
the following figures!:

1. mixture~s!: comprehensive calculation considering all mix-
ture effects.

2. ‘‘pure’’ ~h!: concentration in the micro region is kept con-
stant corresponding to the bulk mole fraction, i.e., all mix-
ture effects in the micro region are neglected.

3. ideal bubble site density~n!: based on case 2~‘‘pure’’!, but
using the ideal bubble site density~i.e., the molar average of
the bubble site densities of the two pure components of the
mixture!as input data for the model instead of the measured
data at the bulk mole fraction.

4. ideal departure diameter~L!: based on case 3~ideal bubble
site density!, but using the ideal departure diameter~i.e., the
molar average of the departure diameters of the two pure
components of the mixture! as input data for the model in-
stead of the measured data at the bulk mole fraction.

4.1 Results for EthaneÕPropane at Low Heat Flux. In
Fig. 12 computed heat transfer coefficients for ethane/propane are
plotted versus the liquid mole fraction of the bulk. The circles
represent calculations with all mixture effects considered~case 1!.
If the microscopic concentration gradients and the related effects
are neglected, heat transfer coefficients are only slightly higher
~case 2,h in Fig. 12!. As is well known from experiments, bubble

Fig. 9 Ratio of heat flow Q̇mic considering selected effects and
heat flow Q̇mic „x lÄconst.… assuming constant liquid composi-
tion in the micro region of the binary mixture propane Õn-butane
„p *Ä0.2, q̇ mÄ2Ã104 WÕm2, rÄd A Õ4…

Fig. 10 Liquid film thickness and heat flux in the micro region
of the binary mixture propane Õn-butane considering selected
effects „y l ,1,bulkÄ0.198, p *Ä0.2, ToutÀTsatÄ7,87 K, rÄ0.043
mm…

Fig. 11 Calculated bubble radii versus time of the binary mix-
ture propane Õn-butane „y l ,1,bulkÄ0.667, p *Ä0.2, ToutÀTsat
Ä7,87 K…

Fig. 12 Variation of decisive mixture effects. Calculated heat
transfer coefficients of the binary mixture ethane Õpropane for
different compositions „p *Ä0.1, q̇ mÄ4Ã103 WÕm2

…
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site density and departure diameter of the mixture, that are still
input values to the computation, clearly differ from the corre-
sponding values of the two pure components of the mixture~Fig.
13!. Introducing an ideal bubble site density and considering it as
input parameter to the model, the calculated heat transfer coeffi-
cients are higher~case 3,n in Fig. 12!compared to case 2. Con-
sidering additionally the ideal departure diameter~Fig. 13! as in-
put parameter, the resulting heat transfer coefficients are in the
range of the ideal heat transfer coefficient~case 4,L in Fig. 12!.

The study indicates that at least in this example the influence of
microscale mixture effects is very small, while the influences of
bubble site density and departure diameter are large. Microscale
effects are obviously small because the mean heat flux at the outer
surface of the heater wall is very low in this example. Only a few
sites are active and most of the heat passes through the macro
region. Therefore, the micro region has an inferior influence. In
the next example a higher heat flux and hence a higher bubble site
density are chosen.

4.2 Results for PropaneÕn-butane at High Heat Flux.
Figures 14 and 15 contain calculated heat transfer coefficients,
bubble site densities, and departure diameters of the binary mix-
ture propane/n-butane at different bulk mole fractions. The same
parameter studies are carried out as in the previous example. The
heat transfer coefficients calculated using the ideal departure di-
ameter~case 4,L in Fig. 14! are again in the range of the ideal
heat transfer coefficient. Compared to the previous example, the
influence of microscopic concentration gradients becomes higher
~case 2,h!. This difference can be explained by the following

Fig. 14 Variation of decisive mixture effects. Calculated heat
transfer coefficients of the binary mixture propane Õn-butane for
different compositions „p *Ä0.2, q̇ mÄ2Ã104 WÕm2

….

Fig. 15 Bubble site density and departure diameter of the bi-
nary mixture propane Õn-butane for different compositions „p *
Ä0.2, q̇ mÄ2Ã104 WÕm2

…

Fig. 13 Bubble site density and departure diameter of the bi-
nary mixture ethane Õpropane for different compositions „p *
Ä0.1, q̇ mÄ4Ã103 WÕm2

…
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results: due to the higher heat flux and thus bubble site density in
the second example, the proportion of the heat that passes through
the micro region is far higher. In the micro region the heat transfer
is reduced by mixture effects, mainly the increase of saturation
temperature. Therefore, microscopic concentration gradients cause
a stronger decrease of the overall heat transfer coefficient com-
pared to the first example where heat flux and bubble site density
are lower.

5 Summary and Conclusions
The present study is based on a theoretical model to compute

nucleate boiling heat transfer of binary mixtures. The model that
was presented in an earlier publication@3# is briefly summarized.
To identify decisive mixture effects in nucleate boiling of binary
mixtures, several parameter studies are carried out. The results
indicate that diffusive mass transfer and Marangoni convection
have an almost insignificant influence on heat and mass transfer in
the nucleate boiling process. In the micro region strong concen-
tration gradients occur due to the preferential evaporation of one
component of the mixture. The linked variation of thermophysical
properties has only little impact on mass, momentum, and heat
transfer, but the increase of the saturation temperature in the di-
rection of the transverse liquid flow into the micro region can
have a strong impact. In particular heat transfer in the micro re-
gion is reduced due to this rise in saturation temperature compared
to a fictive pure substances at the same boiling conditions and
thermophysical properties. This observation is very important be-
cause up to 30% of the total heat supplied at the evaporator wall
passes through the micro region.

Apart from a microscopic increase of saturation temperature,
the strong variations of bubble site density and departure diameter
with the bulk concentration influence the overall heat transfer co-
efficient. In particular departure diameters at intermediate compo-
sitions are far smaller than the data of the pure components of the
mixture, and hence this effect most reduces the heat transfer co-
efficient compared to the ideal heat transfer coefficient. The quan-
titative influence of the three decisive mixture effects, i.e., in-
crease of saturation temperature induced by microscopic
concentration gradients, variation of bubble site density with the
bulk concentration, and variation of departure diameter with the
bulk concentration strongly depends on the boiling conditions.
The presented study indicates that future correlations and models
should first of all describe these decisive mixture effects.
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Nomenclature

ddep 5 departure diameter~m!
Dhln 5 latent heat of evaporation~J/kg!

J̇ 5 diffusive mass flow~kg/s!
Ṁ 5 mass flow~kg/s!

Ṁ j 5 integrated mass flux~kg/~ms!!
Nb 5 bubble site density~1/m2!

p 5 pressure~N/m2!
p* 5 reduced pressure (p/pc)
pc 5 critical pressure~N/m2!
Q̇ 5 heat flow~W!

q̇ 5 heat flux~W/m2!
r 5 radius~m!
T 5 temperature~K!
t 5 time ~s!
x 5 mole fraction~-!
y 5 mass fraction~-!

Greek Symbols

a 5 heat transfer coefficient~W/~m2K!!
a id 5 ideal heat transfer coefficient~W/~m2K!!

d 5 film thickness~m!
d th 5 thermal boundary layer thickness~m!
dw 5 wall thickness~m!
h 5 coordinate normal to the wall~m!

wapp 5 apparent contact angle~°!
l 5 thermal conductivity~W/~mK!!
n 5 kinematic viscosity~m2/s!
j 5 coordinate parallel to the wall~m!
r 5 density~kg/m3!
s 5 surface tension~N/m!

Subscripts

ads 5 adsorbed film
bulk 5 bulk

id 5 ideal value~molar average of the values of the two
pure components of the mixture!

l 5 liquid
m 5 mean value~time- and area-averaged!

mic 5 micro region
out 5 outer surface of the wall
ph 5 phase interface
sat 5 saturation

n 5 vapor
1 5 more volatile component
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An Improved Quasi-Steady
Analysis for Solving Freezing
Problems in a Plate, a Cylinder
and a Sphere
Freezing processes taking place in a plate, a cylinder and a sphere are investigated by
using the improved quasi-steady analysis model developed in the present study. In the
improved quasi-steady analysis, an additional term is added to the temperature profile to
simulate the transient effect on the temperature distribution in the solid phase. This
additional term is based on the ratio of the heat flux at the phase boundary to that at the
cooling surface, and physically, presents the thermal capacity effect in the frozen region.
The maximum relative error of the moving phase front location obtained from the im-
proved quasi-steady analysis is about 3% in comparison with that obtained from the exact
solution of the freezing process in a plate. Since there is no exact solution available for
the freezing process taking place in a cylinder or a sphere, the results obtained from the
improved quasi-steady analysis are compared with results from references. The maximum
relative errors of the improved quasi-steady analysis for the cylindrical and spherical
cases are less than 4% while the maximum relative errors of the quasi-steady approxi-
mation are higher than 42%. It is evident that the improved quasi-steady analysis devel-
oped in the present study maintains the simplicity of the quasi-steady approximation while
greatly increasing its accuracy.@DOI: 10.1115/1.1622719#
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Introduction
The characteristics of freezing problems involve the coupling of

the temperature distribution with the change rate of the moving
boundary between the solid and liquid phases. As both the tem-
perature and location of the phase boundary are unknown func-
tions, the problem is nonlinear. Exact solutions of the non-linear
problem are available only for a few specific cases~see, for ex-
ample, Carslaw and Jaeger@1#, and Lunardini@2#!. For most
cases, approximations are needed in obtaining analytical solu-
tions.

The quasi-steady approximation does not consider the transient
term in the differential equation; therefore the solution is ex-
tremely simple. However the validity of the solution is limited.
The heat loss required to cool the solid phase to the temperature
below the solidification temperature is neglected since it is con-
sidered to be small in comparison with the latent heat of solidifi-
cation. London and Seban@3# solved the rate of freezing and
thickness of ice formation by using the thermal resistance and
capacity formulation in two idealized systems. The first of which
neglected the ice capacity, while the second system had the capac-
ity effect lumped at the center of the ice slab. It was concluded
that the capacity effect was small, and this conclusion obtained
whether or not it was lumped at the center of the ice resistance, or
distributed throughout, as in the actual system. This argument
suggested that the behavior of the first idealized system ad-
equately approached the behavior of the actual system. Recent
development of solving the freezing or melting problems is to use
time-dependent boundary conditions at the cooling surface. For
example, the coupled integral equation approach was used by
Mennig and Ozisik@4#, and the perturbation method was used by
Caldwell and Kwan@5#.

In this study an improved quasi-steady analysis is developed. In
the improved quasi-steady analysis, an additional term is intro-
duced to simulate the transient effect on the temperature profile in
the solid phase. Physically, this term serves as a correction term
for neglecting heat loss required to cool the solid phase to the
temperature below the solidification point in the quasi-steady ap-
proximation. This additional term is determined based on an im-
posed condition that is the ratio of the heat flux at the phase
boundary to that at the cooling surface. The heat flux at the cool-
ing surface includes two parts, the heat flux at the moving phase
boundary and the heat loss required to cool the solid phase to the
temperature below the solidification temperature. As a result, the
ratio of the heat flux at the phase boundary to that at the cooling
surface has to be smaller than unity, which indicates the thermal
capacity effect of the solid. Therefore, this ratio is appropriate for
being the imposed condition in simulating the transient effect on
the temperature profile in the frozen region. With this additional
term, the improved quasi-steady analysis provides a significantly
higher accuracy than the quasi-steady approximation and the
method presented in@3#.

Mathematical Formulation
Consider a one-dimensional freezing process taking place in a

plate form of a thicknessD, a cylindrical or a spherical form of
radiusr 0 as shown in Fig. 1. The freezing liquid in the plate, the
cylinder or the sphere, is assumed initially at the solidification
temperatureTs . From a definite time,t50, the temperature of the
surface atx50 for the plate case, and atr 5r 0 for the cylindrical
and spherical cases, is suddenly dropped to a lower temperature,
T0 , and this temperature is kept constant during the whole freez-
ing process. The liquid starts to solidify with the solidification
front moving in thex or r-direction. At the moving interface, the
phase boundary between the solid and liquid phases, the tempera-
ture is equal to the solidification temperature,Ts . The latent heat
of solidification released at the interface during the solidification
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must be transferred by conduction through the solid phase. As-
suming that all material properties are uniform and constant, the
system of the equations formulating the problem of the freezing
process in a plate, a cylinder or a sphere is described in the fol-
lowing sections.

Freezing Process for the Plate Case
The governing equation is

]T

]t
5a

]2T

]x2
0,x,s~ t ! (1)

with boundary conditions

T5T0 at x50 (2)

T5Ts at x5s~ t ! (3)

The energy balance equation at the solidification front can be
expressed as

k
]T

]x
5rLS ds~ t !

dt D at x5s~ t ! (4)

wherea is the thermal diffusivity,k the thermal conductivity,r
the density,s(t) the location of the phase boundary, andL the
latent heat of the solidification. Since there is no solidification at
the initial moment, the initial condition for the location of the
phase boundary can be written as

s~ t !50 at t50 (5)

The exact solution of above system of equations is the known
Neumann’s solution@1,2# that can be expressed as

T5T01~Ts2T0!

erfS x

A4at
D

erf~p!
(6)

where erf~ !is the error function, andp is a constant defined by

s~ t !5pA4at (7)

The value ofp is determined by Eq.~4! as follows:

App exp~p2!erf~p!5
c

L
~Ts2T0! (8)

wherec is the specific heat of the material in the solid phase. This
exact transient solution is to be used for comparison with the
solutions obtained by the quasi-steady approximation and the im-
proved quasi-steady analysis.

For the quasi-steady approximation and the improved quasi-
steady analysis, Eq.~1!, by neglecting the transient term on the
left-hand side, becomes

]2T

]x2
50 (1a)

while the boundary and initial conditions stated in Eqs.~2–5!
remain the same. The solutions under the two conditions are ana-
lyzed below.

The Quasi-Steady Approximation. Solving Eq. ~1a! with
the boundary conditions, Eqs.~2! and ~3! gives the temperature
distribution of the quasi-steady approximation

Tst5T01~Ts2T0!
x

s~ t !
(9)

Substituting Eq.~9! into Eq.~4! and then integrating Eq.~4! yields
the location of the phase front

sst~ t !5pstA4at (10)

with

2pst
2 5

c

L
~Ts2T0! (11)

The Improved Quasi-Steady Analysis. The temperature dis-
tribution of the improved quasi-steady analysis is obtained from
the same system of Eqs.~1a!, ~2!, and~3!. However an additional
term is added to the temperature profile to simulate the transient
effect on the temperature distribution in solid. This additional
term is determined based on an imposed condition which is the
ratio of the heat flux at the phase boundary,x5s(t), to that at the
surface,x50. Physically, this term serves as a correction term for
neglecting heat loss required to cool the solid phase to the tem-
perature below the solidification point in the quasi-steady approxi-
mation. In the present study, the heat flux ratio is taken from the
Neumann’s solution as follows:

S ]T

]x D
x5s~ t !

S ]T

]x D
x50

5e2p2
(12)

Assume that the temperature profile for the improved quasi-steady
analysis can be expressed as

T5a0~ t !1a1~ t !x1a2~ t !x2 (13)

In order to satisfy the boundary conditions, Eqs.~2! and ~3!, and
the imposed condition, Eq.~12!, Eq.~13! becomes

Tm5T01~Ts2T0!

x

s~ t !

@11exp~2p2!#
F22~12exp~2p2!!

x

s~ t !G
(14)

Substituting Eq.~14! into Eq. ~4!, and then integrating Eq.~4!
with the initial condition, Eq.~5!, one obtains the location of the
solidification boundary as follows:

sm~ t !5pmA4at (15)

with

pm
2 @11exp~pm

2 !#5
c

L
~Ts2T0! (16)

Figure 2 compares the temperature distributions obtained from the
exact solution, the quasi-steady approximation and the improved
quasi-steady analysis withTs /T051.5 andp51.0. The maximum
relative errors of the improved quasi-steady analysis and the qua-
sisteady approximation are about 0.5 and 4.5 percent, respectively.

In comparison with the exact solution of the location of the
phase boundary, Eqs.~7! and~8!, the solutions obtained from the
quasi-steady approximation, Eqs.~10! and ~11!, and these from
the improved quasi-steady analysis, Eqs.~15! and ~16!, involve
the relative errors,«st and«m , respectively, as follows:

Fig. 1 Schematic diagram of freezing process in plate and
cylinderÕsphere coordinates
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«st5
p2pst

p
(17)

and

«m5
p2pm

p
(18)

Figure 3 shows the proportionality constants,p, pst , and pm as
functions ofc/L(Ts2T0). Figure 4 indicates the relative errors,
«st and«m , as functions ofc/L(Ts2T0). From Figs. 3 and 4, it
can be concluded that the improved quasi-steady analysis gives a
significant improvement to the results obtained from the quasi-
steady approximation. The maximum relative error of the results
obtained from the improved quasi-steady analysis is about 3 per-
cent, while the maximum relative error of the result obtained from
the quasi-steady approximation, atc/L(Ts2T0)51.9, is about 20
percent. It is noted that the relative errors of the temperature dis-
tributions are much smaller than those of the location of the phase
boundaries, presented in Fig. 4.

It is worth noting that, with exp(2p2)51 in Eq. ~14!, the results
obtained from the improved quasi-steady analysis are identical to
those obtained from the quasi-steady approximation. Therefore, in
the following, we only consider the improved quasi-steady analy-
sis in the cylindrical and spherical cases.

Freezing Processes for the Cylindrical and Spherical
Cases

The system of equations formulating the freezing processes tak-
ing place in the cylindrical and spherical coordinates is as follows:

1

a

]T

]t
5

1

r n

]

]r S r n
]T

]r D R~ t !,r ,r 0 (19)

with n51 for the cylindrical, andn52 for the spherical problem.
The boundary conditions are specified as

T5T0 at r 5r 0 (20)

T5Ts at r 5R~ t ! (21)

The energy balance at the solidification front can be written as

k
]T

]r
5rLS dR~ t !

dt D r 5R~ t ! (22)

The initial condition of Eq.~22! is

R~ t !5r0 at t50 (23)

For the improved quasi-steady analysis, Eq.~19!, by neglecting
the transient term on left-hand side, becomes

]

]r S r n
]T

]r D50 R~ t !,r ,r 0 (24)

The temperature distributions in the improved quasi-steady analy-
sis for the cylindrical and spherical cases can be obtained, when
the imposed condition, Eq.~12!, for the plate case, is assumed
also valid for the cylindrical and spherical cases.

For the cylindrical case,n51,

Fig. 2 Dimensionless temperature distributions, TÕT0 „exact
solution…, Tst ÕT0 „quasi-steady approximation … and Tm ÕT0 „im-
proved quasi-steady analysis … with Ts ÕT0Ä1.5 and pÄ1.0

Fig. 3 Proportionality constants, p „exact solution …, p st
„quasi-steady solution … and p m „improved quasi-steady analy-
sis… as functions of c ÕL „TsÀT0… for freezing process in a plate

Fig. 4 Relative errors, «st „quasi-steady solution … and «m „im-
proved quasi-steady analysis … as a functions of c ÕL „TsÀT0… for
freezing process in a plate
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T2T0

Ts2T0
5

1

@11exp~2p2!#

lnS r

r 0
D

lnS R

r 0
D

3F 22~12exp~2p2!!

lnS r

r 0
D

lnS R

r 0
D G (25)

For the spherical case,n52,

T2T0

Ts2T0
5

1

@11exp~2p2!#
F2

R

r S r 2r 0

R2r 0
D

2~12exp~2p2!!S R

r D 2S r 2r 0

R2r 0
D 2G (26)

Substituting Eqs.~25! and ~26! into Eq. ~22!, and integrating Eq.
~22! with the initial condition, Eq.~23!, yields the locations of the
solidification front for the cylindrical and spherical cases, for the
cylindrical case,n51,

S R

r 0
D 2

lnS R

r 0
D2

1

2 F S R

r 0
D 2

21G5
4

11ep2 STt (27)

for the spherical case,n52,

1

3 S R

r 0
D 3

2
1

2 S R

r 0
D 2

1
1

6
5

2

11ep2 STt (28)

whereST is the Stefan number andt is the dimensionless time
defined, respectively, by

ST5
c~Ts2T0!

L
(29)

and

t5
at

r 0
2

(30)

The time,t f , required for the complete solidification of the cyl-
inder and the sphere, withR50, is, for n51

t f5
11ep2

8ST
(31)

for n52,

t f5
11ep2

12ST
(32)

In order to compare the above results with the results obtained
from the quasi-steady approximation, we set exp(p2)51 in Eqs.
~27!, ~28!, ~31!, and~32! as follows:

For n51,

S R

r 0
D 2

lnS R

r 0
D2

1

2 F S R

r 0
D 2

21G52STtst (33)

~t f !st5
1

4ST
(34)

For n52,

1

3 S R

r 0
D 3

2
1

2 S R

r 0
D 2

1
1

6
5STtst (35)

~t f !st5
1

6ST
(36)

Evaluation of the Values of p for the Cylindrical and
Spherical Cases

In deriving the temperature distributions of the improved quasi-
steady analysis for the cylindrical and spherical cases presented in
Eqs. ~25! and ~26!, it is assumed that the imposed condition for
the plate case, Eq.~12!, is also valid for the cylindrical and spheri-
cal cases. However, the value ofp for the plate is certainly differ-
ent from that for the cylinder or sphere. In order to evaluate the
values ofp for the cylinder and sphere, the freezing processes
taking place in the cylinder and sphere need to be transformed to
the freezing processes in the plate.

We consider that the cylinder and sphere have the radiusr 0 , the
surface areaAn , and the volumeVn , where the subscriptn51
refers the cylinder andn52 refers to the sphere. The plate being
transformed to has its thicknessD that is equal to the radiusr 0 ,
surfaceAp that is equal to the surface areaAn , and volumeVp

that is equal toAp* r 0 . The locations of entire solidification of the
cylinder and sphere are taken as

r 05pnA4at f (37)

wherepn , corresponding top in Eq. ~7!, is a constant for cylinder
and sphere. The complete solidification time required,t f , is as-
sumed to be unchanged when transforming the volume of the
cylinder of sphere,Vn , into the same volume of the plate. It is
also assumed that the time required for the complete solidification
of the plate volume,Vp , is equal to (Vp /Vn)* t f . The locationr 0 ,
in Eq. ~37!, is compared to the solidification location of the plate
in the following two cases.

Case A. The solidification volume of the plate is equal to the
volume of the cylinder or the sphere. Hence the solidification
location of the plate is equal toVn /Ap5(Vn /Vp)* r 0 , which can
be expressed ass(t) in Eq. ~7!. Replacings(t) in Eq. ~7! by
(Vn /Vp)* r 0 yields

Vn

Vp
r 05pA4at f (38)

Case B. The solidification volume of the entire plate,Vp ,
corresponds to the solidification distancer 0 . The time required
for this solidification process is (Vp /Vn)* t f . Replacingt in Eq.
~7! by (Vp /Vn)* t f , gives

r 05pA4a
Vp

Vn
t f (39)

Comparing Eq.~37! with Eqs.~38! and ~39! givespn in Cases A
and B,pnA andpnB , respectively, as

pnA5
Vp

Vn
p (40)

and

pnB5AVp

Vn
p (41)

The values ofpn required for the cylindrical and spherical cases
are evaluated as the mean values ofpnA andpnB in Eqs.~40! and
~41!, per unit dimension, as follows:

pn5

S Vp

Vn
1AVp

Vn
D p

n11
(42)

For the cylindrical case,n51,

p15~21A2!
p

2
51.707p (43)

For the spherical case,n52,
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p25~31A3!
p

3
51.577p (44)

Thep value in Eqs.~43! and~44! can be found from Eq.~8! or in
Fig. 3.

Verification of the Values of p1 and p2 in Eqs. „43… and
„44…

Since there is no exact solution available for the freezing pro-
cess in a cylinder and a sphere, the dimensionless times of the
complete solidification in the cylinder and sphere, presented in
Eqs.~31! and~32!, with p1 andp2 replacingp in these equations,
respectively, are compared with data in references. Lunardini@2#
summarized the research results obtained by Riley et al.@6#, Poots
@7#, Beckett@8#, Allen and Severn@9#, Tao@10# and Pedroso and
Domoto @11#. Tables 1 and 2 show the comparison of the dimen-
sionless time,t f , obtained from the improved quasi-steady analy-
sis with the results from these references for the cylindrical and
spherical cases, respectively. It should be noted that there exist
two typographical errors in Table 8.4 of Ref.@2#: ~1! the closure
time for constant surface temperature spheres initially at freezing
temperatures,t f , should be changed toST* t f ; and~2! the result of
0.2168 obtained from Eq.~8.305!for ST50.3 should be changed
to 0.20578. These two errors are corrected in Table 2. Lunardini
@2# indicated that the data given in Table 1 by Riley et al.@6# that
used a perturbation method valid for small values of the Stefan
number, and the relation obtained by the authors was probably the
best one for determining the complete solidification time in a cyl-
inder. In Table 1, the results obtained from the improved quasi-
steady analysis agree very well with those obtained by Riley et al.
@6# with the maximum relative error less than 4% and agree also
very well with those obtained by Beckett@8# using numerical
solutions, with the maximum relative error less than 3%. It was
also indicated in Ref.@2# that, among the data for the closure time
of spheres presented in Table 2, the superior result was given by
Pedroso and Domoto@11# using a perturbation solution, and the
relation obtained was accurate forST<1.0. The results forST
<1.0 obtained from the improved quasi-steady analysis agree
very well with those obtained by Pedroso and Domoto@11# with

the maximum relative error less than 4 percent as shown in Table
2. Based on this comparison, it can be concluded that the values of
p1 andp2 determined from Eqs.~43! and ~44! are reliable.

Figure 5 shows the relative errors«st of the quasi-steady solu-
tion and«m of the improved quasi-steady analysis, as functions of
Stefan number,ST . Figure 5~a!presents the results obtained from
the quasi-steady approximation and the improved quasi-steady
analysis in comparison with those obtained by Riley et al.@6# for
the cylindrical case. Figure 5~b! shows the results obtained from
the quasi-steady approximation and the improved quasi-steady
analysis in comparison with those obtained by Pedroso and Do-
moto @11# for the spherical case. The relative errors«st , and«m
are defined as follows:

For n51, the cylindrical case

«st5
t f R2tst

t f R
(45)

and

«m5
t f R2tm

t f R
(46)

For n52, the spherical case,

«st5
t f P2tst

t f P
(47)

and

«m5
t f P2tm

t f P
(48)

where t f R and t f P denote the dimensionless solidification time
obtained by Riley et al.@6# and by Pedroso and Domoto@11#,
respectively. Figures 5~a! and 5~b!show that the maximum rela-
tive errors of the improved quasi-steady analysis forn51 and 2
are all less than 4%, while the maximum relative error of the
quasi-steady approximation atST51.0 is 50% for n51 and

Table 1 Complete solidification of a circular cylinder

t f5a•t f /r 0
2

ST

Quasi-
Steady

Riley
~1974!

Poots
~1962!

Beckett
~1971!b

Allen & Severn
~1962!b

Improved
Quasi-steady

0.05 5.00 5.25 3.47 5.30 ¯ 5.1857
0.1 2.50 2.75 1.81 2.69 ¯ 2.6894
0.2 1.25 1.50 0.97 ¯ ¯ 1.4466
0.25 1.00 1.25 0.81 1.19 ¯ 1.2004
0.641 0.39 0.64 0.40~0.52!a ¯ 0.47 0.6200
1.0 0.25 0.50 0.31 ¯ ¯ 0.5082

aTwo-parameter method
bNumerical solution

Table 2 Complete solidification of a sphere

t f5a•t f /r 0
2

ST

Tao
~1967!

Quasi-
Steady

Pedroso
~1973!

Riley
~1974!

Poots
~1962!

Improved
Quasi-steady

0.0 ¯

0.1 1.920 1.667 1.805 1.791 0.924 1.7733
0.3 0.556 0.686 0.649 0.368 0.6681
0.5 0.474 0.333 0.460 0.406 0.257 0.4519
0.8 0.208 0.333 0.256 0.195 0.3359
1.0 0.284 0.167 0.290 0.200 0.174 0.3001
2.0 0.180 0.083 0.204 0.062 0.132 0.2468

Fig. 5 Relative errors, «st „quasi-steady solution … and «m „im-
proved quasi-steady analysis … as functions of Stefan number,
ST : „a… for cylindrical case: n Ä1; and „b… for spherical case:
nÄ2.
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42% for n52. It is evident that the improved quasi-steady analy-
sis significantly increases the accuracy over the quasi-steady
approximation.

Discussion and Conclusions
Equations~7!, ~10!, and ~15! show that the locations of the

solidification front,s(t), sst(t), andsm(t), for the freezing pro-
cesses in a plate are proportional to the dimensionless constants,
p, pst , andpm , respectively. For the quasi-steady approximation,
when the thermal capacity in the frozen solid is neglected, the
temperature gradient at the solidification front is larger than that
of the reality. As a result, the velocity of the moving solidification
front is higher than the reality because this velocity is proportional
to the temperature gradient at the solidification front as indicated
in Eq. ~4!. Therefore, the value of the constant,pst , determined by
the quasi-steady approximation is larger than thep value from the
exact solution as shown in Fig. 3. With the additional correction
term presented, the improved quasi-steady analysis gives signifi-
cantly higher accuracy than the quasi-steady approximation, as
shown in Figs. 3 and 4, In comparison with the exact solution of
the freezing process in a plate, the maximum relative error of the
result obtained from the improved quasi-steady analysis is about 3
percent, while the maximum relative error of the result obtained
from the quasi-steady approximation, atST51.9, is about 20 per-
cent.

In deriving the temperature profiles, Eqs.~25! and~26!, for the
cylinder and sphere, respectively, in the improved quasi-steady
analysis, it is assumed that the imposed condition, Eq.~12!, ob-
tained for the plate case, is also valid for the cylindrical and
spherical cases. However, thep value for the plate is different
from that for the cylinder or the sphere. An evaluation method is
developed to give the values ofp1 andp2 in Eqs.~43! and ~44!,
respectively. With the so-obtainedp1 and p2 , the dimensionless
times of the complete solidification in the cylinder and sphere,
presented in Eqs.~31! and ~32!, respectively, are compared with
the results from other researchers using different analytical meth-
ods as shown in Tables 1 and 2. Figure 5 shows the relative errors,
«st of the quasi-steady solution and«m of the improved quasi-
steady analysis, as functions of Stefan number,ST . The maximum
relative errors of the improved quasi-steady analysis forn51 and
2 are all less than 4%, while the maximum relative errors of the
quasi-steady approximation forn51 and 2, atST51.0 are 50%
and 42%, respectively. It is evident that the improved quasi-steady
analysis increases significantly the accuracy over the quasi-steady
approximation.

From the above discussion, it can be concluded that the im-
proved quasi-steady analysis developed in the present study main-
tains the simplicity of the quasi-steady approximation while
greatly increasing its accuracy.
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Nomenclature

ai 5 i50, 1, 2, coefficients used in Eq.~13!
A 5 surface area@m2#

c 5 specific heat of solid phase material@J/kg K#
D 5 thickness of plate@m#

erf~ ! 5 error function
exp~ ! 5 exponential function

k 5 thermal conductivity@W/Km#
L 5 latent heat of solidification@J/kg#
n 5 n51 and 2 referring to cylinder and sphere, respec-

tively
p 5 dimensionless constant
r 5 radial direction of cylinder or sphere@m#

R(t) 5 position of solidification front in cylindrical or
spherical case@m#

s(t) 5 position of solidification front in plate case@m#
ST 5 Stefan number defined by Eq.~29!

t 5 time @s#
T 5 temperature@K#
V 5 volume @m3#
x 5 space coordinate for plate@m#

Greek Symbols

a 5 thermal diffusivity @m2/s#
« 5 relative error
r 5 density of solid phase material@kg/m3#
t 5 dimensionless time defined by Eq.~30!

Subscripts

0 5 at surface,x50 or r 5r 0
f 5 complete solidification of a cylinder or a sphere

m 5 improved quasi-steady analysis
n 5 n51 and 2 referring to cylinder and sphere, respec-

tively
p 5 plate
P 5 referring to Pedroso and Domoto@11#
R 5 referring to Riley et al.@6#
s 5 at solidification front, x5s~t! or r5R~t!

st 5 quasi-steady approximation
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Direct Numerical Simulation
of Turbulent Heat Transfer Across
a Mobile, Sheared Gas-Liquid
Interface
The impact of interfacial dynamics on turbulent heat transfer at a deformable, sheared
gas-liquid interface is studied using Direct Numerical Simulation (DNS). The flow system
comprises a gas and a liquid phase flowing in opposite directions. The governing equa-
tions for the two fluids are alternately solved in separate domains and then coupled at the
interface by imposing continuity of velocity and stress. The deformations of the interface
fall in the range of capillary waves of waveslope ak50.01 (wave amplitude a times
wavenumber k), and very small phase speed-to-friction velocity ratio, c/u* . The influence
of low-to-moderate molecular Prandtl numbers~Pr! on the transport in the immediate
vicinity of the interface is examined for the gas phase, and results are compared to
existing wall-bounded flow data. The shear-based Reynolds number Re* is 171 and
Prandtl numbers of 1, 5, and 10 were studied. The effects induced by changes in Pr in
both wall-bounded flow and over a gas-liquid interface were analyzed by comparing the
relevant statistical flow properties, including the budgets for the temperature variance and
the turbulent heat fluxes. Overall, Pr was found to affect the results in very much the
same way as in most of the available wall flow data. The intensity of the averaged normal
heat flux at high Prandtl numbers is found to be slightly greater near the interface than at
the wall. Similar to what is observed in wall flows, for Pr51 the turbulent viscosity and
diffusivity are found to asymptote with z13, where z1 is the distance to the interface, and
with z1n, where n.3 for Pr55 and 10. This implies that the gas phase perceives
deformable interfaces as impermeable walls for small amplitude waves with wavelengths
much larger than the diffusive sublayers. Moreover, high-frequency fluctuating fields are
shown to play a minor role in transferring heat across the interface, with a marked
filtering effect of Pr. A new scaling law for the normalized heat transfer coefficient, K1

has been derived with the help of the DNS data. This law, which could be used in the
range of Pr51 to 10 for similar flow conditions, suggests an approximate Pr23/5 rela-
tionship, lying between the Pr21/2 dependence for free surfaces and the Pr22/3 law for
immobile interfaces and much higher Prandtl numbers. A close inspection of the transfer
rates reveals a strong and consistent relationship between K1, the frequency of sweeps
impacting the interface, the interfacial velocity streaks, and the interfacial shear stress.
@DOI: 10.1115/1.1621891#
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1 Introduction

Most investigations dealing with turbulent heat and mass trans-
fer have traditionally focused on simple configurations involving
rigid or flat surfaces. In practice, however, single-phase or two-
phase flows may take place in the presence of boundaries which
are neither flat nor rigid. In multi-phase flow systems involving
immiscible fluids, the interface separating the fluids plays a role
similar to that of an impermeable boundary. An example is the
exchanges between the atmosphere and the oceans taking place
across a continuously deforming interface. On a much smaller
scale, gas-liquid exchange mechanisms across deformable inter-
faces may be encountered in annular flows, falling liquid films,
etc.

Environmental studies on CO2 absorption by the oceans@1,2#
have focused on the proper scaling of the averaged mass transfer

coefficient with the Reynolds and Prandtl/Schmidt numbers. The
principle consists in relating local mass transfer rates and scalar
fluxes to the properties of the fluctuating velocity field. The clas-
sical approach uses the analogy between diffusion of momentum
and of a scalar quantity~heat or mass!, extending Fick’s gradient
laws up to the turbulent regime, i.e., the scalar turbulent diffusiv-
ity, a t , is made proportional to the turbulent viscosity,n t . The
surface renewal theory@3# has also been widely employed to pa-
rametrize gas-liquid mass transfer rates. Its principle consists in
relating the mass transfer rate to the time between sweeps and
bursts (t ren) impinging on the interface, assumed to be responsible
for surface renewal, i.e.,K[(D/t ren)

1/2, whereD5n/Pr refers to
molecular diffusivity of heat~or mass by simply replacing Pr with
Sc, the Schmidt number!.

Heat and mass transfer at interfaces depends on the resistance
of diffusive layers with thicknessdL;O (0.01 mm) on the liquid
side anddG;O (1 mm) on the gas side. Accordingly the transport
across both layers is controlled by fine-scale turbulence, so that
the transport mechanisms can be faithfully simulated only by the
use of DNS. The complexity of the problems increases if the
interface is further sheared and free to deform, in which case an
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extra transverse motion superimposed on the mean flow is ex-
pected to occur in the direction normal to the interface. The con-
tinuously deformable interface could then affect the heat/mass
transport indirectly by modifying the turbulence in the vicinity of
the interface, or more precisely by increasing the portion of fric-
tional drag transferred into form drag. The importance of such
phenomenon is not yet clear, but a higher impact is expected if the
surface is populated by capillary waves with wavelengths up to an
order of magnitude larger thandG . For longer waves, the time
scale over which the surface renews its structure becomes too
large compared to the turbulence time scale, and the movement of
the interface does not affect the transport phenomena. In sum-
mary, momentum and heat/mass transfer across deformable,
sheared interfaces depends on the nature of the waves, and hence
on the interfacial shear inducing them. An important question that
arises then is whether the interfacial heat transfer scales with the
friction velocity based on frictional drag and kinematic viscosity.

Although confined to simple configurations involving flat and
non-deformable interfaces, early DNS studies proved particularly
efficient in providing insight into the scalar exchanges all the way
down to the diffusive sublayer. The contributions have generally
concentrated on two aspects: a first group essentially focused on
modeling turbulent convection mechanisms@4–7#, while a second
dealt with mass transfer@8,9#. Wall flow simulations at similar
Reynolds numbers, but for different thermal boundary conditions,
produced DNS data for the development and calibration of turbu-
lent scalar convection models. The studies involving heat and
mass transfer are the most relevant ones for the present contribu-
tion. Campbell and Hanratty@8#, who pioneered this class of
DNS, were interested in identifying the frequency fluctuations
controlling most of the transfer at the wall. McCready et al.@9#
re-investigated the problem considering a flat, mobile gas-liquid
interface. Lyons et al.@6# simulated the case of differential heating
between channel walls. Calmet and Magnaudet@10# showed that
similar results can be obtained for Sc5200 by use of LES, sup-
porting the fact that the effect of high-frequency turbulence near
the wall is filtered out by increasing Pr or Sc@9#. Na et al. @7#
studied the effect of the Prandtl number on turbulent statistics
characterizing transport and the spatial variation of the variance of
the fluctuating temperature. The very recent contribution of Piller
et al.@11# examines the influence of low Prandtl numbers~0.025–
1.0! on turbulent transport in channel flow. Their study has shown
the molecular conductivity to act as a filter for high-frequency
velocity fluctuations as Pr decreases, rendering them ineffective in
the heat exchange processes.

Paralleling these studies, new results have been obtained in this
area with the appearance of DNS of turbulent flows over wavy
walls and sheared, gas-liquid interfaces@12–14#. Lombardi et al.
@12# performed a DNS of coupled gas-liquid flows over a flat
interface, which revealed that the interface appears to the gas
phase almost like a rigid wall, whereas the liquid perceives the
interface like a slip surface. De Angelis et al.@13# studied flows
over rigid, sinusoidal wave trains. Their results show that fixed,
high-amplitude waves exert significant effects on the mean flow
and turbulence characteristics. De Angelis et al.@14# employed
the same tools to study turbulent mass transfer at the sheared and
deformable gas-liquid interface in the limit of capillary waves. A
detailed comparison of the turbulence structure at the two differ-
ent types of interface has been provided by Fulgosi et al.@15#.

The objective of the present study is to complement the afore-
mentioned contributions by exploring the heat transfer processes
at a deformable interface, separating counter-flowing gas and liq-
uid. The emphasis is on wave-induced mechanisms influencing
the flow and the associated heat transfer in the context of low-to-
moderate Pr numbers. The analysis is limited to the gas side, due
to the presumed similarity between near-wall and near-interface
turbulence. The effect of Prandtl number~Pr51, 5 and 10!on the
thermal field is investigated by means of a global analysis of the
averaged heat fluxes,uiu, the temperature variance,u2, and the

eddy diffusivity. Moreover, a scaling law for the heat transfer
coefficient based on the effective viscous friction velocity is
presented.

2 Mathematical Model and Numerical Strategy
The configuration of the problem is sketched in Fig. 1. The

streamwise direction is denoted byx, the spanwise direction byy
and the interface-normal~gravity! direction is referred to asz. The
two phases are flowing counter-currently and are separated by an
interface free to deform in three dimensions.

2.1 Transport Equations. The gas and liquid phases~des-
ignated by the subscriptsG andL, respectively!are considered as
Newtonian and incompressible fluids, flowing in separate do-
mains, and driven by an imposed constant mean pressure gradient.
The reference quantities employed for normalization in each do-
main are the effective shear velocityu* 5At int /r, wheret int is the
viscous interfacial shear stress, the half-depth of each computa-
tional domainh, and the kinematic viscosityn. It is important to
note that, at the beginning of the simulation when the interface is
flat, the viscous interfacial shear stress balances exactly the mean
pressure gradient driving the flow, andu* corresponds to the
shear velocityut . As the waves start to form and develop, part of
the energy is transferred into form drag, so thatu* ,ut .

The reference temperatureT* is defined as

T* 5
qint

rcpu*
; qint52lS dT̄

dzD
int

(1)

whereqint represents the interfacial heat flux. The time is made
nondimensional usingn/u

*
2 , and the length scales are normalized

using u* /n. In each computational domain, the shear Reynolds
number is defined as Re*5u*2h/n.

With the reference quantities defined above, the Navier-Stokes
and energy equations governing the flow in each domain can be
written in nondimensional form as

¹•u150 (2)

]u1

]t
1¹•~u1u1!52¹p11

1

Re*
¹2u1 (3)

]T1

]t
1¹•~u1T1!5

1

Re* Pr
¹2T11

u1

2UB
1

(4)

whereu15(u1,v1,w1) is the nondimensional~by u* ) velocity
vector,p1 is the dynamic pressure normalized byru

*
2 , T1 is the

nondimensional temperature defined asT15(T2Tint)/T* , and
UB

1 is the mean bulk velocity. The last term in Eq.~4! is the
source term needed to accurately predict the scalar transfer rate at
low Prandtl numbers@4#. The conventional notation

u1~x,y,z,t !5U1~z!1u1~x,y,z,t ! (5)

Fig. 1 Geometry of the simulated two-phase flow
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T1~x,y,z,t !5Q1~z!1u1~x,y,z,t ! (6)

is adopted to decompose the velocity and temperature fields into
mean and fluctuating~turbulent!components.

2.2 Boundary Conditions. In the absence of phase change,
the gas and liquid phases are coupled at the interface by the con-
tinuity conditions for normal and shear stresses, velocity and tem-
perature~see, for example, Delhaye@16#!, i.e.,

5
1

Re*
~~sL

12sG
1!•n!•n1pG

12pL
11

1

We
¹•n2

1

Fr
f 150

~~sL
12sG

1!•n!•t i50, i 51,2
uL

15RuG
1

TG
15TL

1

(7)

where s1 is the viscous stress tensor,f 1 is a measure of the
vertical displacement of the interface with respect to the mid
plane,n andt i are the normal and the two tangential unit vectors,
respectively, andR5ArL /rG is the density ratio parameter. The
Weber~We! and Froude~Fr! numbers are defined as

We5
rLhu

* L
2

g
, Fr5

u
* L
2 rL

gh~rL2rG!
(8)

whereg is the surface tension.
The interface motion is simulated by solving a pure advection

equation for the vertical elevation of the interface,f (x,t), written
in nondimensional form as

] f 1

]t
1uL

1
•¹ f 150 (9)

The approach based on advecting Eq.~9! and solving for the gas
and the liquid fields separately is a boundary fitting method. In
contrast to interface tracking methods, this approach cannot be
extended to strong topological changes of the interface that might
lead to the inclusion of one phase into the other, such as fragmen-
tation and wave breaking@17#.

Periodic boundary conditions are applied in the streamwise~x!
and spanwise~y! directions. At the outer boundaries, symmetry
boundary conditions are employed for the thermal field, whereas
free-slip boundary conditions are imposed on the velocity field.

2.3 Numerical Procedure. The governing equations are
solved using a collocation pseudo-spectral technique employing
Fourier series in the homogeneous, streamwise and spanwise di-
rections, and Chebychev polynomials in the non-uniform direction
normal to the interface. The physical domain is mapped into a
rectangular parallelepiped at each time step. Equations~2!, ~3!,
and~4! are first solved separately in each domain, then coupled at
the interface~identified by solving Eq.~9!! through the continuity
conditions~7!: on the gas side, the interfacial conditions apply to
velocities and the temperature, whereas on the liquid side they
apply to stresses and the temperature. Procedures for de-aliasing
the solutions based on the two-thirds rule apply in this context,
too.

A modified version of the two-step fractional time splitting
method introduced by Temam@18# is employed. In the first step,
an intermediate value for the velocityû is determined by solving
the momentum equation, without the pressure gradient term

û2un

Dt
1(

q50

J21

bq¹•~uu!n2q2
1

2 Re*
¹2~ û1un!50. (10)

The convective term is explicit, withJ52, b053/2 and b1
521/2, as in the Adams-Bashforth~AB! scheme. The viscous
term is implicit and discretized using the Crank-Nicholson~CN!
semi-implicit scheme. The time marching is second-order accurate
in the computation of the intermediate velocityû, the value of
which is corrected in the next step using

un112û

Dt
1¹pn1150. (11)

The unknown pressure fieldpn11 can be obtained by taking the
divergence of Eq.~11! which, using the condition thatun11 is
solenoidal, results in the Poisson equation

¹2pn115
1

Dt
¹•û (12)

The energy Eq.~4! is also solved using a second-order accurate
time differencing

Tn112Tn

Dt
1(

q50

J21

dq¹•~uT!n2q2
1

2 Re* Pr
¹2~Tn111Tn!50

(13)

where the explicit (J52, d053/2 andd1521/2) convective term
is discretized using the AB scheme, and the implicit diffusive term
is discretized by use of the CN scheme.

The size of each computational domain is 4ph32ph32h in
streamwise, spanwise and interface-normal directions, corre-
sponding to 107435373171 wall units. As capillary waves do not
produce significant domain distortion, a grid resolution~for each
domain!of 64364365 in the streamwise, spanwise and interface-
normal directions was found to be appropriate for the solution of
the isothermal flow field. This is proved in Fig. 2, displaying the
energy spectra against wave numberskx andky for the three ve-
locity components, evaluated at a distance of five wall units from
the interface, in the gas side. The result shows no energy accumu-
lation at high wave numbers, confirming that this resolution is
sufficiently accurate for the solution of the velocity field. The
extension of the spectrum to higher wave numbers, obtained by
doubling the grid resolution in the interface-normal direction, did
not show energy accumulation either~result not presented here!.
In their review of past DNS of heat transfer in channel flow, Piller
et al. @11# note that the differences observed between some of the

Fig. 2 Energy spectra at z¿Ä5 for the velocity components, in
the gas phase: „a… streamwise direction; and „b… spanwise di-
rection.

Journal of Heat Transfer DECEMBER 2003, Vol. 125 Õ 1131

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



published results were chiefly due to insufficient statistical con-
vergence, rather than to lower space resolution in the wall-normal
direction.

2.4 Simulations. The shear Reynolds number Re* is in
each phase equal to 171. The inter-phase heat transfer does not
include phase change. To limit the wave amplitude and steepness
to the range of capillary waves, the Weber and Froude numbers
were set equal to We54.831023 and Fr58.731025. The gas
and liquid phases considered are such thatR529.9. Three differ-
ent thermal conditions have been investigated, namely Pr51, 5
and 10. For Pr51, the spatial resolution employed in each domain
is 64364365~hereinafter referred to as G1!, whereas for Pr55
and 10, it was doubled in the direction normal to the interface, i.e.
643643129 ~referred to as G2!. The grid resolutions in G1
(Dx1516.77, Dy158.38, Dz150.10224.191) and G2 (Dx1

516.77, Dy158.38, Dz150.02622.096) are comparable to
those employed by Tiselj et al.@19#. The time increments are
0.024n/u

*
2 for the G1 grid, and 0.012n/u

*
2 for G2.

After statistically stationary conditions were achieved in each
run, the velocity and thermal fields were collected over 4000n/u

*
2

nondimensional time units. The criterion used to establish steady
state conditions was that the turbulent shear stress,u1w1, and the
turbulent heat flux,w1u1, were no longer varying over a time
interval of 1000 nondimensional time units. The simulation pa-
rameters are summarized in Table 1.

3 Interpretation of Results
Motivated by the uncertainties as to the existence of a similarity

between near-wall and near-interfacial turbulence, Fulgosi et al.
@15# studied the turbulent gas flow over the deformable interface,
and compared the results to wall-bounded flow data at the same
shear Reynolds number. In a time-averaged sense, the interfacial
motion was seen to affect some features of the turbulence field in
the near-interface region; the most pertinent effect is a general
dampening of the turbulent fluctuating field which, in turn, leads
to a reduction in the interfacial dissipation. Furthermore, the tur-
bulence was found to be less anisotropic at the interface than at
the wall. The analysis of the turbulent kinetic energy and Rey-
nolds stress budgets revealed that the interface deformations
mainly affect the so-called boundary term involving the redistri-
bution of energy, and the dissipation terms, leaving the production
terms almost unchanged. Away from the interface, the decompo-
sition of the fluctuating velocity gradient tensor demonstrated that
the fluctuating rate-of-strain and rate-of-rotation at the interface
influence the flow throughout the boundary layer more vigorously.

Following this comparative strategy, in the present work, the
interfacial turbulent heat transfer in the gas is investigated, and the
results compared to wall-bounded flow data to reveal the effect of
the interfacial deformation on heat transfer mechanisms for a
range of low Prandtl numbers. As it is customary in DNS, the
statistical analysis of the data is performed by averaging the col-
lected velocity and thermal database over the two homogeneous
directions~i.e.,x-y plane average!and in time. For the flow under

consideration here, this averaging procedure can be reliable only
if the collected data cover a sufficiently large time interval over
which the wave properties do not change. The statistical station-
arity of the wave field is discussed below.

3.1 Characteristics of the Waves. The topology of the
waves developing over a deformable free surface takes various
forms, depending on the intensity of the interfacial shear stress
caused by the nature of the underlying turbulence. The action of
this shear is balanced by two stabilizing factors: one due to grav-
ity and one caused by surface tension. The specialized literature
@20# characterizes the wave field in terms of saturation spectrum

B~k!5k2C~k!; C~k!5
1

2p E Z~r !e2 ik"rdr, (14)

in whichC is the two-dimensional wave spectrum, andZ(r) is the
covariance of the instantaneous nondimensional surface displace-
ment defined by

Z~r !5 f ~x,t0! f ~x1r, t0! (15)

It is important to observe that, since the wavelengthk is here
defined in the dimensional space,C has the dimension of@L2#, so
that a coefficientk2 is needed in the definition of the saturation
spectrum~14!. The reader is referred to Phillips@20# for further
theoretical details. The wave saturation spectra, obtained using
grid G1, are plotted in Fig. 3 at two different times during the
simulation: at the early stage~referred to asBin in Fig. 3! and at
the end~referred to asBout) of the time interval over which the
statistical analysis has been performed. The graph clearly indi-
cates that the wave properties did not change significantly within
this time interval, confirming the existence of the saturation or
equilibrium range, which is synonymous to convergence in this
context. The impact of the interfacial motion can then be inferred
in an average sense.

3.2 Statistics of the Thermal Field. The mean temperature
profiles plotted against the distance to the interface are shown in
Fig. 4~a! for all Prandtl numbers. The results obtained by Kawa-
mura et al.@5# at Ret5180 for Pr51 and Pr55, and by Tiselj
et al. @21# at Ret5171 for Pr51 and Pr55.4~for an isothermal
wall boundary condition! have been included for comparison. For
Pr510 the present DNS has been compared to that of Na et al.@7#
at Ret5150. For Pr51 the present results agree fairly well with
both databases@5,21#, whereas for Pr55 the agreement is better
with the data of Kawamura et al.@5# than with those of Tiselj
et al. @21#. For Pr510 the comparison with the data of Na et al.

Table 1 Computational parameters

Pr51 Pr55 Pr510

Re* 171 171 171
We 4.831023 4.831023 4.831023

Fr 8.731025 8.731025 8.731025

G5ArL/rG 29.9 29.9 29.9
Grid points in each domain 64364365 643643129 643643129
Dx1 16.77 16.77 16.77
Dy1 8.38 8.38 8.38
Dz1 0.102–4.191 0.026–2.096 0.026–2.096
Time Increment 0.024n/u

*
2 0.012n/u

*
2 0.012n/u

*
2

Fig. 3 Saturation spectra of the wave fields at the beginning
„B in… and at the end „B out … of the sampling period
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@7# is overall satisfactory. Figure 4~b! shows that inside the diffu-
sive sublayer, the mean temperature profiles are in agreement with
the linear relationQ15Pr.Z1.

Further analysis of the data also permits to identify the extent of
the logarithmic layer, whereQ151/ku ln z11Bu . Both the slope,
ku

21, and the shift,Bu , are found to vary with Prandtl number,
though without leading to the establishment of a clear relation-
ship. The diffusive sublayer exists in all three flows, with thick-
nessesDu

1 decreasing with increasing Prandtl number, i.e.,Du
1

'6, 4 and 2 wall units, respectively, for Pr51, 5 and 10. While
the results forDu

1 agree with those of Na et al.@7# and Kawamura
et al. @5#, those for the slope and the shift deviate appreciably
from the data of Na et al.@7#. These deviations are perhaps due to
the lower Reynolds number used by Na et al.@7# rather than the
wall boundary conditions employed in their simulation. The dif-
ference in the slopes, in particular, suggests that the intensity of
turbulence in@7# is simply weaker.

The behavior of the fluctuating temperature field near the wall/
interface is generally accepted as a good indicator of the way
scalar turbulent transport operates. An important feature requiring
understanding is the effect of the Prandtl number on the interplay
between molecular and turbulent transport near the wall. The
r.m.s. values of the temperature fluctuations are presented in Fig.
5, where the results of Kawamura et al.@5# and Tiselj et al.@21#
for Pr51 and Pr55, and those of Na et al.@7# for Pr510, are
again included for comparison. As can be observed, in both wall-
bounded and interfacial flows, the increase in Prandtl number cor-
responds to a shift of the maximum of the temperature fluctuations

towards the boundary. Both the present results and those of Kawa-
mura et al.@5# for Pr51, the maximum of the temperature fluc-
tuations is located aroundz1517. Increasing the Prandtl number
to 5 shifts the peak location to aboutz157 in the wall-bounded
flow, and to aroundz159 in the flow over the deformable inter-
face. The wall flow data of Na et al.@7# show the maximum of the
temperature fluctuations located aroundz153, whereas the
present study shows that location to be aroundz155. It is inter-
esting to note that the exact location of the maximum r.m.s. value
is not correlated with the position of the edge of the diffusive
sublayerDu

1 : the two locations tend to coincide with increasing
Prandtl number.

The first important conclusion to be drawn from the above com-
parisons is that, as in wall flows, the most relevant statistical
quantities scale with the friction velocity, based on frictional drag.
The ratio of frictional drag to total drag~including form drag! was
found to be around 0.98. The second important finding is the

appreciable effect of Pr onu12
, indicating that the range of wave

numbers in the thermal fluctuating field increases with Pr, for
which the spectral functions of the velocity field are negligible.

3.3 Turbulent Fluxes and Inter-Phase Heat Exchange.
Figure 6 shows the nondimensional averaged turbulent heat flux
~THF!, u1u1, in the streamwise direction versus the dimension-
less distance to the interface/wall. The data are compared to the
wall-bounded flow DNS of Kawamura et al.@5#. For Pr51 the
streamwise THF over the deformable interface compares very

Fig. 4 Mean temperature profiles. „a… Comparison with other
DNS databases. Lines are used to identify the present DNS re-
sult: , PrÄ1; , PrÄ5; -"-"-, PrÄ10. Symbols identify
respectively: ¿, PrÄ1 and Ã, PrÄ5: DNS of Kawamura et al. †5‡;
s, PrÄ1 and h, PrÄ5: DNS of Tiselj et al. †21‡; n, PrÄ10: DNS
of Na et al. †7‡. „b… Present DNS extrapolated data; lines are
used to identify present DNS results and symbols to identify
the fitting equations.

Fig. 5 Root mean square value of temperature fluctuations.
Lines are used to identify the present DNS result: , PrÄ1;

, PrÄ5; -"-"-, PrÄ10. Symbols identify respectively: ¿,
PrÄ1 and Ã, PrÄ5: DNS of Kawamura et al. †5‡; s, PrÄ1 and h,
PrÄ5: DNS of Tiselj et al. †21‡; n, PrÄ10: DNS of Na et al. †7‡.

Fig. 6 Streamwise turbulent heat flux and comparison with
Kawamura et al. †5‡
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well with the wall data; the behavior is similar and the peak value
in both cases is located at the same distance from the interface/
wall, z1'18, which corresponds to the location of the maximum
r.m.s. value of the temperature fluctuations. For Pr55, the stream-
wise THF near the interface exhibits some differences compared
to that near the wall, but peak values are almost identical and are
furthermore reached almost at the same location from the
interface/wall (z1'11). Beyond the peak location, however, the
THF for the flow over the deformable interface remains slightly
higher than for the wall flow. For Pr510 the streamwise THF
peak location occurs atz1'8. This analysis confirms that increas-
ing the molecular Prandtl number substantially increases the in-
tensity of the heat flux when approaching the wall/interface, de-
pending on the thickness of the thermal boundary layer. Away
from the diffusive thermal sublayer, the value of the THF drops
faster for higher Prandtl numbers. Deeper in the bulk flow, heat
transfer by turbulent transport does not depend much on the
Prandtl number.

Figure 7~a!presents the distribution of the nondimensional av-
eraged THF in the direction normal to the interface,w1u1. We
note that, as the molecular Prandtl number increases, the peak
location moves closer to the interface, and so does the intensity of
the flux. The differences between the near-interface and near-wall
values~at z1,10) of the normal THF are analyzed in detail in
Fig. 7~b!. For both Pr51 and Pr55 the flux intensity near the
deformable interface is higher than at the wall. This implies that
the interfacial dynamics leads to an increase in the vertical THF as
compared to the situation near the rigid wall. The only plausible
explanation for this difference is that the waves promote the ve-
locity fluctuating field normal to the interface. Fulgosi et al.@15#
indeed report that the turbulent kinetic energy decays faster at the

wall than at the mobile interface. The differences between the
streamwise and vertical THFs will be explained more fully in
Section 3.5, where the budget equations for the heat fluxes are
compared term by term.

The nondimensional heat transfer coefficient~HTC! is defined
as

K15
9int

zCpDT̄u
5

1

Pr

1

~ T̄top2T̄int!

dT̄

dz1U
int

, (16)

whereT̄top represents the mean temperature at the upper boundary
of the gas domain~in @22#, T̄top was taken at the center of the
closed channel!. Note, too, thatK1 is normalized by the effective
friction velocity associated with a frictional dragu* 50.98ut .
The scaling of the heat transfer coefficient with the effective fric-
tional velocity u* has so far shown that it scales with Pr21/2 at
mobile interfaces, and with Pr22/3 at immobile interfaces@9#. De
Angelis et al.@14# have shown the Pr22/3 scaling to also hold on
the gas side of wavy gas-liquid interfaces, but for high-Sc num-
bers only.

Figure 8 presents the values of the nondimensional HTC ob-
tained for the gas side in the present DNS as a function of Prandtl
number. For the range of Pr investigated here, the present DNS
provides the following variation of the HTC

K150.058 Pr23/5, (17)

which can be seen to vary between}Pr21/2 for free surfaces and
}Pr22/3 for immobile interfaces for much higher Prandtl numbers.
For instance, the DNS of Na et al.@7# delivered smaller values for
both the coefficient of proportionality and the exponent, i.e.,
0.0509 and 0.546, respectively. A parameterization of the scalar
transfer rate by reference to the surface renewal theory, using the
above result, yields

K150.41t ren
120.5

Pr20.6, (18)

where the normalized~by n/u
*
2 ) mean time between sweeps,t ren

1 ,
given by the DNS is approximately equal tof sweep

21 550, where
f sweep denotes the frequency of sweeps ejections. Banerjee@23#
obtained a similar relationship for high-Sc mass transfer at solid
walls based on the Leveque boundary layer solution, reading

Fig. 7 Interface-normal turbulent heat flux: „a… boundary layer;
and „b… near interface Õwall region and comparison with Kawa-
mura et al. †5‡.

Fig. 8 Heat transfer coefficient
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K150.68t ren
120.5

Sc20.66, (19)

in which both the constant and the Sc power are actually functions
of the Schmidt number. A close inspection of the Polhausens’s
boundary layer solution reveals on the other hand that the best fit
for Sc in the range of Pr55 to 15 is obtained with the constant
fixed to 0.6 and the Sc exponent to20.6.

Contours of the instantaneous HTC at the interface are shown
in Figs. 9~d!, 9~f!, and 9~h!, for Pr51, 5 and 10, respectively, and
are compared with the thermal streaks represented by contours of

u1 at z1512, shown in the neighboring left panels~Figs. 9~c!,
9~e!, 9~g!!. The comparison also includes contours of instanta-
neous velocity streaks, marked by contours ofu1 at z1512 ~Fig.
9~a!!, and of the instantaneous shear stress at the interface~Fig.
9~b!!. The three-dimensional interfacial waves can be seen to de-
velop and propagate in the direction of the gas-flow~in the pic-
tures the wave amplitude has been magnified by a factor ten!.
Regions of high shear-high heat transfer rates at the crests can be
clearly distinguished from regions of low shear-low heat transfer
rates at the troughs. The streaky structure of the velocity field is

Fig. 9 The elevation of the waves is amplified by factor 10: „a… u¿ at z¿Ä12; „b… interfacial
Shear Stress; „c… u¿ at z¿Ä12, PrÄ1; „d… interfacial HTC, Pr Ä1; „e… u¿ at z¿Ä12, PrÄ5; „f…
interfacial HTC, Pr Ä5; „g… u¿ at z¿Ä12, PrÄ10; and „h… interfacial HTC, Pr Ä10.
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well represented by contours ofu1, similar to what is observed in
wall flow @24#, and is shown to conform to the thermal streaks for
Pr51. This result indeed confirms the Reynolds analogy between
diffusion of momentum and diffusion of heat; the deviations be-
come evident with increasing Prandtl number.

Observing the HTC contours also reveals that heat transfer rates
correlate with the interfacial shear; the largest values, occurring at
the bulges imposed by turbulent motions, correspond to strongly
positive shear values and positiveu1 levels, presented in Fig.
9~a!. According to the quadrant analysis of near-wall/interface tur-
bulence structure@12#, this scenario is the signature of sweep
events through which the surface renews its structure, leading to
high scalar transfer rates. By controlling surface renewal through-
out the migration of high momentum fluid towards the interface,
sweep motions create regions of high interfacial shear stress, lead-
ing in turn to high heat transfer rates. The scalar transfer rate
reaches its peak value when the sweep impinges on the surface;
during the decay time the diffusive layer saturates by the actions
of molecular diffusion. On the other hand, increasing Pr produces
a much finer thermal streaky structure and a decrease in heat
transfer rate~note that the scale of the plots changes with Pr!.

3.4 Temperature Variance. As the turbulent kinetic energy
represents an integral measure of the energy associated with the
fluctuating velocity field, the variance of the fluctuating tempera-
ture u2 may be regarded as the energy carried by the fluctuating
temperature field. The equation for the evolution of the tempera-
ture variance can be written in compact form~see, for example,
Nagano@25#! as

Du2

Dt
5Du1Tu1Pu2«u (20)

where D/Dt is the substantial derivative. The first and second
terms on the right-hand side of this equation represent the diffu-
sion by molecular actions and the diffusion due to turbulent trans-
port, respectively. The third term is the production ofu2 by the
interactions between heat fluxes and mean temperature gradients.
The last contribution represents the dissipation of the variance.

Figure 10 presents the budget terms obtained, for the gas side,
from the present DNS. For the smaller Prandtl numbers, Pr51 and
5, results are again compared to the data of Kawamura et al.@5#.
For Pr51, there are only small differences in the contributions to
the balance~Fig. 10~a!!, which conforms with previous results
regarding the thickness of the thermal and momentum boundary
layers and averaged heat fluxes. The effects of interfacial motion
on the fluctuating thermal field are negligible at this Prandtl num-
ber. As the molecular Prandtl number increases~Fig. 10~b!!, minor
deviations from the wall-bounded flow data begin to appear, in
particular concerning the production and turbulent diffusion
terms. A comparison of the averaged normal heat fluxes in Fig.
7~b! explains why the production in wall flow is stronger than in
the flow over the deformable interface.

The budget for Pr510 presented in Fig. 10~c! indicates that the
contribution of the production term becomes important with in-
creasing Prandtl number, which is also true of the dissipation. In
particular, these two contributions can be compared to the results
of Na et al.@7# ~their Figs. 7 and 13!, which also show the values
of Pu and «u at the wall to increase drastically for Pr510. The
behavior of the dissipation in the diffusive thermal sublayer ap-
pears to be much more flat than for the case of the wall flow, and
the starting value is also smaller.

3.5 Turbulent Heat Fluxes. In turbulence modeling, the
most sophisticated approach accounting for the effects of
turbulence-induced stresses in the heat transport consists in solv-
ing the transport equation for the turbulent heat fluxes,uiu, rather
than resorting to the eddy diffusivity concept. In compact form,
this transport equation can be written as

Duiu

Dt
5Pi

u1P i
u1Di

u2« i
u (21)

where the first term,Pi
u , represents the mean flow production due

to the combined actions of mean temperature gradients and mean
velocity gradients. The second term is the pressure-temperature
correlation,P i

u[2u¹p. The third contribution,Di
u , designates

the diffusive transport comprising molecular,Di
mu , and turbulent

counterparts,Di
tu . The last term,« i

u , refers to the dissipation of
turbulent heat flux~see, for example, Kasagi et al.@4# or Nagano
@25# for the exact definition of each contribution!.

Budgets of the streamwise heat flux,u1u1, for the gas flow
data obtained by the present DNS were compared~results not
included here!to the channel-flow data of Kawamura et al.@5#,
for Pr51 and 5. The comparison revealed the same behavior as
observed before: the production becomes more important with
increasing Pr, the molecular diffusion dominates as a positive con-

Fig. 10 Budget for the temperature variance in the near
interface Õwall region. Lines are used to identify the results of
the present DNS and symbols to identify the wall-bounded DNS
results of Kawamura et al. †5‡. „a… PrÄ1; „b… PrÄ5; „c… PrÄ10.
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tribution in the diffusive sublayer and is balanced by the dissipa-
tion, while away from the wall/interface the production is bal-
anced by the dissipation. The behavior of the dissipation,« i

u , was
particularly interesting: for Pr51 its level gradually decreases
away from the wall/interface, whereas for Pr55 and 10 it marks a
sharp drop at locations around the edge of the diffusive sublayer.

The effect of varying Prandtl number on the wall/interface-
normal heat flux balance,w1u1, is discussed in relation to Fig.
11, comparing the wall and the present deformable interface da-
tabases. Again, the production, which is negative in this case,
gains in importance with increasing Pr, with the peak location
always moving closer to the wall. In contrast to the streamwise
component, the production in the normal direction is balanced by
the pressure-gradient correlationP3

u[2u]zp, and to a small ex-
tent by the turbulent diffusionD3

tu . The dissipation again shows
an interesting behavior: the peak value of«3

u in the diffusive su-
blayer increases with the Prandtl number. For Pr51 the dissipa-

tion converges asymptotically almost to zero atz1'20. For
higher Prandtl numbers, the sign of«3

u reverses exactly where the
molecular and turbulent diffusion contributions change sign, too,
indicating that in some flow regions the dissipation contributes
positively as a gain. This was already revealed by Kasagi et al.@4#
and Kawamura et al.@5#, and was attributed to the fact that the
dissipation takes place in the large-scale structures.

3.6 Turbulent Thermal Diffusivity. Turbulent thermal dif-
fusivities were determined by averaging the thermal stress data
and temperature gradients in the homogeneous directions and in
time. The turbulent thermal diffusivity,a t , was defined by apply-
ing the simplified Gradient Diffusion Hypothesis~GDH!

w1u152a t

dQ1

dz1
. (22)

The impact of varying Pr on the distribution of eddy diffusivity
scaled by Pr is shown in Fig. 12~a!, where the eddy viscosity—
determined by use of GDH—is also included for comparison. For
Pr51 the data show the natural increase ofa t with distance to the
interface, converging towards 15.5 atz15100. An increasing
Prandtl number has no effect ona t in the region close to the
interface (z1,40), but a larger one away from it. The eddy dif-
fusivity is shown to gain almost 30% in this flow region. An
attempt to infer values of the turbulent Prandtl number from this
plot would not be conclusive, owing to the ragged profiles ofa t in
the core flow region. Again, there is no clear picture on the exact
dependence ofa t on Pr away from the interface.

The limiting behavior of the thermal diffusivity in the vicinity
of the deformable interface is presented in Fig. 12~b!, where the
turbulent diffusivity for momentum is also included. For Pr51
both a t andn t vary with z13, as in wall flows. This again lends
support to the hypothesis that the interface appears to the lighter
phase like a wall. On the other hand, the result confirms the anal-
ogy between the diffusivities of momentum and heat for Pr51.

Fig. 11 Budget for the vertical turbulent heat flux in the near
interface Õwall region. Lines are used to identify the results of
the present DNS and symbols to identify the wall-bounded DNS
results of Kawamura et al. †5‡. „a… PrÄ1; „b… PrÄ5; „c… PrÄ10.

Fig. 12 „a… Turbulent diffusivity; and „b… Turbulent diffusivity
in the vicinity of the deformable interface.
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However, at the same time it is noted that the slope of
a t /z1n(n.3) increases with Pr as the interface is approached.
This result suggests thata t;z13 cannot be justifiably general-
ized. The results of Na et al.@7# reveal the existence of a conduc-
tive layer at the wall, wherea t /z13 appears to be constant, al-
though it is decreasing with increasing Pr.

In summary, deformable, sheared interfaces populated by cap-
illary waves with small wavelength play a similar role in heat
transfer as solid walls. In particular, the near-interface limiting
behavior is such that the normal velocity varies quadratically with
the distance to the interface, and therefore the shear stressu1w1

and the heat fluxw1u1 vary with z13. The scaling fora t is,
however, strongly tied to the Prandtl number, in that the variation
with z13 holds only for Pr51. For Pr55 and 10, on the other
hand, the variation is proportional toz1n, wheren.3.

4 Concluding Remarks
Turbulent heat transfer across a mobile, sheared gas-liquid in-

terface has been studied using direct numerical simulation. The
purpose of the investigation was to examine the impact of the
interfacial dynamics on turbulent heat transfer, and to investigate
the influence of the Prandtl number on the transports by compar-
ing the results to existing wall flow data. The motivation arose
from the fact that investigations dealing with turbulent scalar
transfer have focused on simple configurations involving rigid,
flat surfaces, while in multicomponent systems the flow necessar-
ily involves interfaces that are neither flat nor rigid.

The flow system studied comprises counter-flowing gas and
liquid phases, each at a shear-based Reynolds number of 171. The
interface deformations were limited to capillary-wave ripples with
waveslopeak50.01. Since, for high density ratios, interfaces play
a role similar to that of a solid boundary, emphasis has been
placed on the gas side. For both Pr51 and Pr55 the flux intensity
near the deformable interface was found to be higher than at the
wall. This implies that the interfacial dynamics leads to an in-
crease in the vertical THF as compared to its value near the rigid
wall. The explanation for this difference is that the waves enhance
the velocity fluctuating field normal to the interface, as was re-
vealed in@15#. The effect of Prandtl number~Pr51, 5, and 10!on
the averaged heat flux, the temperature variance, the eddy diffu-
sivity, and the heat transfer scaling laws has been examined.

The changes in Pr were indeed found to affect the average
results, but in very much the same way as in available wall flow
data. This was particularly true for the way the thickness of the
diffusive sublayer reduces with increasing Pr, and in reference to
the induced influence on the production of heat flux and variance.
It was also noticed that the pressure diffusion and dissipation con-
tributions to the normal heat flux balance change with varying
Prandtl number. The most relevant statistical quantities were
found to scale with the friction velocity. This is an important
result, since the capillary waves are expected to modify the local
rate of heat transfer only through a reduction of the frictional drag
in favor of form drag. This tendency accentuates with increasing
waveslope caused by increasingu* . In the present case, the im-
posed shear velocity at the beginning of the computations led to a
ratio of frictional drag to total drag~including form drag!of 0.98.

Another important result is the appreciable effect of Pr onu12
,

and also on the thermal time scaletu[u12
/e0 ~results not in-

cluded!, indicating that the range of spectral functions for the
thermal fluctuating field increases with Pr.

The scaling law for the normalized heat transfer velocityK1 on
the gas side suggests an approximate Pr23/5 relationship, varying
between Pr21/2 for free surfaces and Pr22/3 for immobile inter-
faces and much higher Prandtl numbers. The parameterization of
the heat transfer rates based on the surface renewal theory delivers
values for the constant of proportionality and the Pr-power that
conform with both the Leveque and the Polhausens boundary

layer solutions. A close inspection of the transfer rates reveals a
strong and consistent relationship between the transfer rate, the
frequency of sweeps impacting the interface, the interfacial veloc-
ity streaks, and the interfacial shear stress. Similarly to what is
observed in wall flows, for Pr51 the turbulent viscosity/
diffusivity was found to asymptote withz13. For higher Pr, how-
ever, the scaling was seen to change toz1n, with n.3. In the
viscosity-affected layer the assumption thata t;n t was found to
hold in this context, too, whereas in the outer core flow,a t was
greater thann t , and no clear picture emerged as to the distribution
of the turbulent Prandtl number.

The present study has addressed only some of the many issues
of this complex problem. It would be intriguing to see how statis-
tical quantities scale with higher imposed shear velocities, i.e., in
the presence of higher amplitude waves.
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Heat Transfer Characteristics of a
Pair of Impinging Rectangular
Flame Jets
Experiments were carried out to study the heat transfer characteristics of a pair of
premixed, laminar, rectangular, butane/air flame jets impinging vertically upon a water-
cooled flat plate. The effects of jet-to-jet spacing and the nozzle-to-plate distance on heat
transfer were examined. The Reynolds number of the exit flow was 800. The non-
dimensional jet-to-jet spacing ranged from 0.9 to 4.1, while the non-dimensional nozzle-
to-plate distance varied from 1 to 6. The between-jet interference decreased with increas-
ing jet-to-jet spacing and nozzle-to-plate distance. Both the maximum local and average
heat flux occurred at a moderate jet-to-jet spacing of twice effective nozzle diameter, and
when the nozzle-to-plate distance was equal to the effective diameter of the nozzle. The
heat flux decreased faster along the shorter sides of the slot jets than the longer sides.
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Introduction
Multiple impinging jets have been used widely in industrial and

domestic applications. The flow structures and heat transfer char-
acteristics of multiple isothermal air jets have been studied exten-
sively @1–4#. However, little information is available on multiple
impinging flame jets, especially rectangular jets, despite their
popularity in application. In order to provide fundamental under-
standing of the heat transfer characteristics, experimental studies
of a pair of rectangular flame jets were carried out in the present
study.

Mikhail et al. @5# investigated a pair of laminar impinging slot
air jets numerically. They found that a recirculation zone was
formed where the two adjacent spreading wall jets were facing
with each other and were forced to turn downwards due to the
positive pressure around the between-jet midpoint, which led to
the separation and recirculation of the wall jets. Thus vortex was
formed and characterized by high-level turbulence. This turbu-
lence was found to enhance the heat transfer coefficient on the
impingement surface around the midpoint between the jets. They
also found that the average heat flux was considerably enhanced
by reducing the between-jet spacing. Laschefski et al.@6# attrib-
uted the increase of the heat transfer coefficient at the between-jet
midpoint to the thinning of the boundary layer with strong fluc-
tuations caused by the collision of the adjacent wall jets. Tanaka
et al.@7,8#also found the positive pressure region around the mid-
point after the collision of the two air jets. In comparison to the
numerous studies on the multiple impinging air jets, very little
research has been carried out to study the multiple impinging
flame jets. The previous investigations have been focused on the
fluid flow and heat transfer characteristics of single circular or
rectangular impinging flame jet@9–13#. However, using informa-
tion for a single jet to design a multiple-jet system is usually not
valid, due to the influence of the between-jet interaction, which
could change the flow and heat transfer behavior of each jet in the
system @14#. The available information on multiple impinging
flame jets was related to the study of radial jet reattachment
flames and the multi-jets used in the rapid heating furnace. Mohr

et al. @15# and Wu et al.@16# investigated the effects of the
between-jet spacing and nozzle-to-plate distance on flame struc-
ture and heat transfer characteristics of a row of two and three
radial flame jets. Malikov et al.@17# studied the heat transfer in a
rapid heating furnace with a multi-jet combustion chamber. Dong
et al.@18#studied the heat transfer characteristics of a row of three
circular in-line flame jets. However, there is a lack of information
on multiple impinging rectangular flame jets, although they are
widely used in many domestic applications. Therefore, the present
study was motivated to examine the heat transfer characteristics of
a pair of impinging rectangular flame jets.

Experimental Method and Error Analysis
Experiments were performed to investigate the effects of non-

dimensional nozzle-to-plate distance~i.e., H/de) and jet-to-jet
spacing~i.e., S/de) on the heat transfer characteristics of a pair of
impinging rectangular flame jets. TheH/de ratio was selected
from 1 to 6. TheS/de ratio was varied from 0.9 to 4.1 to cover
small, moderate and large spacings. The jet exit Reynolds number
was fixed at 800 to ensure laminar flames. All the tests were
preformed at stoichiometric condition.

The flame jet impingement system was composed of two parts:
the heat generation system and the heat absorption system, as
shown schematically in Fig. 1. The flame holders were two iden-
tical rectangular brass tubes and each of them had large and small
side lengths of 9 mm and 3 mm, respectively. Metered butane and
compressed air were premixed in a brass cylinder, before entering
the cylindrical aluminum equalization chamber via a 200 mm long
stainless steel tube. The equalization chamber was filled with
stainless steel beads to produce uniform flow and prevent the
flame from flashing back. The fuel/air mixture then entered the
flame holder with a pre-determined equivalence ratio, and was
ignited and stabilized at the tube rim. The internal surfaces of the
brass tubes were polished to smoothen the exit velocity profile.
The three-dimensional positioner enabled each of the attached
burners to be fixed at a desired position relative to the impinge-
ment surface.

The flame impingement surface was a rectangular copper plate
200 mm long, 200 mm wide and 8 mm thick. It was uniformly
cooled on its backside by a cooling water jacket. Copper was
selected because of its high thermal conductivity. The top plate of
the cooling water jacket was made of plexiglass to enable a view
of the water flow. A stainless steel frame was used to support the

1Current address: Department of Mechanical Engineering, University of Wales
Swansea, Swansea, SA2 8PP, UK.
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copper plate and the cooling water jacket, so that the plate could
be placed either horizontally or tilted at a selected angle relative to
the burner. After a change in the operating condition, measure-
ments were only made after the steady-state condition had been
established again and exit temperature of the cooling water had
been stabilized.

The local heat flux from the flame to the plate was measured
with a small ceramic heat flux transducer having an effective sens-
ing area of 3 mm33 mm. It was attached directly to the copper
plate. The heat flux distributions in the x andy-directions were
measured by moving the three-dimensional burner positioner as
mentioned previously.

A PC-acquisition system was used to record the heat flux. Ev-
ery data reported here was the average value of the data obtained
consecutively in 30 seconds at a rate of 500 samples/second.
Shapes of flame had also been recorded with a digital camera to
facilitate a better understanding.

An error analysis was performed with the method proposed by
Kline and McClintock@19#. Using a 95 percent confidence level,
the maximum and minimum uncertainties of the presented local
heat flux were 13.3 percent and 3.4 percent, respectively. Three
tests with identical operating conditions were conducted. The data
were then averaged to give the final result. The maximum and the
minimum deviation in the heat flux value from the averaged value
were 13.2 percent and 1.7 percent, respectively.

Results and Discussions
Effects ofS/de andH/de ratios on flame shape and heat trans-

fer rate of the twin rectangular jets were examined. The coordinate
system of the test rig was shown in Fig. 2.

Flame Shape. Photographs of impinging flame jets with
small, moderate and large jet-to-jet spacings, i.e.,S/de50.9, 2,
4.1, under small, moderate and largeH/de ratios of 1, 2, and 6
were shown from Figs. 3–5. All the flames under investigation
were laminar, with each of them having a thin blue inner cone and
a light blue outer layer. However, the impinging flame shapes
were varied due to the different between-jet interference, which
resulted from the variation inS/de andH/de ratios.

It could be clearly observed from Figs. 3~a! to 3~c! that at a
small S/de ratio of 0.9, only two flame outer layers, rather than
four, were found. This is because the two flame jets have merged
into one big jet before impingement due to the strong between-jet
interference, as clearly shown in Fig. 3~c!. It is known that the
impinging jet can entrain the surrounding fluid after exiting from
the nozzle. Therefore, a sub-atmospheric pressure region is pro-

duced, which causes the neighboring jets to attract each other.
When the S/de ratio is small, the between-jet entrainment is
strong enough to cause the mergence of the two adjacent jets. It
was found from Fig. 3~a! that under a smallH/de ratio of 1, the
inner cone reached the impingement plate and was deformed.
Shape of the flame cross-section was no longer a quasi-isosceles
triangle. The inner cone tip was not in-line with the nozzle axis,
but shifted further outwards. This is due to the strong between-jet
interference obtained under the smallS/de ratio. It has been found
that the third stagnation point~the first and the second stagnation
points are around impingement midpoint of each jet, respectively!
formed in the midway of the neighboring jets in a two-jet im-
pingement system@20,21#. Because of the presence of this addi-
tional stagnation point, the flame jets in the interacting side en-
countered a negative pressure gradient when they spread radially.
Therefore, the flames in the interacting side were pushed outwards
to deform. As theH/de ratio was increased to 2, deformation of
the inner cone was not as significant as that underH/de51. When
the H/de ratio was further increased to 6, this deformation was
decreased further accordingly. The flame shapes along they-axis
were shown in Figs. 3~d!to 3~f!. It was found that shape of the
inner cone layer was quasi-trapezoid. No flame tip was found.
This is formed under the effects of the uniform jet exit velocity
profile and a longer side length in they-direction.

When the between-jet spacing was a moderate value ofS/de
52, the between-jet interference was reduced due to the increased
spacing. No evident deformation of the inner cone was found, as
shown in Figs. 4~a!to ~c!. Under the smallH/de ratio of 1, the
between-jet interference caused the outer flame layers in the in-
teracting side to turn downwards after colliding with each other at
the between-jet midpoint. When theH/de ratio was increased to
two, such deformation of the outer flame layers was no longer
found, and they merged with each other before impingement.
When theH/de ratio was further increased to 6, the two jets
looked like two separate single jets, and no deformation was
found before and after impingement.

As theS/de ratio was further increased to 4.1, flame deforma-
tion due to the between-jet interference was very small for both
underH/de ratios of 1 and 2, as shown in Figs. 5~a! and~b!. The
flame outer layers were just touching each other at the midpoint in
the interacting side, which produced a slightly downward flow.

Heat Transfer Characteristics
The detailed heat transfer results were obtained under different

S/de andH/de ratios. Their effects on the heat transfer character-
istics of the twin rectangular flame jets were presented and dis-
cussed as below.

Effects of SÕde Ratio. The effect ofS/de ratio on the local
heat flux distribution under smallH/de ratio of 1 was shown in
Fig. 6. It was found from Fig. 6~a!that a decrease of heat flux
occurred around the mid-line ofx/de50. Apart from this, the
value of heat flux decreased gradually from the maximum value as
the x/de and y/de ratios were increased, which was also clearly

Fig. 1 Coordinate system of the impingement plate

Fig. 2 Coordinate system of the impingement plate
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shown in Fig. 6~a!. Considering the quasi-symmetric distribution
of the heat flux, further discussion was based on the right half of
the heat flux contour in Fig. 6~b!. It was found that the maximum
heat flux occurred at the area betweenx/de50.45 and 0.7, and the
y/de ratio ranging from20.8 to 0.8. Referring to the flame shape
as shown in Fig. 3~a!, it was found that this area is where the tip
of the flame inner cone was just touching the impingement plate.
This indicated that occurrence of the highest heat flux is related to
the impingement of the flame inner cone with very high tempera-
tures. It was also found from Fig. 6~a! that heat flux decreases
faster aty-axis than atx-axis. This is due to more flow exiting
from x-direction thany-direction@22#.

As theS/de ratio was increased to 2, similar heat transfer char-
acteristics were found as those obtained atS/de50.9. The maxi-
mum heat flux occurred at the area aroundx/de51, as shown in
Fig. 6~b!, which is around the intersection of the jet axis and the
impingement plate~i.e., the stagnation point of the flame jet!. The
heat flux contour generally exhibited a quasi-elliptic shape, with
the heat flux decreasing more rapidly iny-axis thanx-axis. When
theS/de ratio was further increased to 4.1, the maximum heat flux
occurred at the area aroundx/de52.05, as shown in Fig. 6~c!,
which is also around the stagnation point. It was also found that
the heat flux decreased slowly in the interacting side than the
non-interacting side, which indicated that the between-jet interfer-
ence induced turbulence enhanced the heat transfer rate.

Heat flux distributions along the streamwise axis~i.e., the

x-axis!at differentS/de ratios under theH/de ratios of 1, 2, and 4,
were shown in Fig. 7. It was observed that the highest heat flux
occurred atS/de52 underH/de51. This was the situation where
moderate between-jet interference was induced, while the inner
flame cone with high temperature just touched the impingement
plate. It was found from Fig. 7~a!that in the interacting region,
the heat fluxes were lower atS/de50.9 than those atS/de52.
This indicated that the strong between-jet interference induced by
the small between-jet spacing of 0.9de hindered the complete
combustion, such that the heat transfer rate was decreased. It
could also be found from Figs. 7~a! to 7~c! that after the maxi-
mum heat flux was occurred, the decrease in heat flux gradient
was smaller in the interacting side than in the non-interacting side.
This is due to the enhanced convective heat transfer coefficient in
the interacting side caused by the between-jet interference induced
turbulence.

Effect of H Õde Ratio. Comparison of the heat flux distribu-
tions alongx-axis under differentH/de ratios with small, moder-
ate and largeS/de ratios of 0.9, 2, and 4.1, were shown in Fig. 8.
It was found from Figs. 8~a! to 8~c! that for all theS/de ratios
from 0.9 to 4.1, the heat flux increased generally with decreasing
H/de ratio. There was a considerable increase in the heat fluxes in
the interacting side whenH/de ratio reduced from 2 to 1. This
indicated that the optimal nozzle-to-plate distance was the flame
inner cone length in terms of increasing heat transfer. As further
increasingH/de ratio greater than 1, the temperatures of the flame

Fig. 3 „a… Photographs of impinging flame jets along the x -axis „ReÄ800; SÕd eÄ0.9; HÕd eÄ1; fÄ1…; „b… Photographs of imping-
ing flame jets along the x -axis „ReÄ800; SÕd eÄ0.9; HÕd eÄ2; fÄ1…; „c… Photographs of impinging flame jets along the x -axis
„ReÄ800; SÕd eÄ0.9; HÕd eÄ6; fÄ1…; „d… Photographs of impinging flame jets along the y -axis „ReÄ800; SÕd eÄ0.9; HÕd eÄ1;
fÄ1…; „e… Photographs of impinging flame jets along the y -axis „ReÄ800; SÕd eÄ0.9; HÕd eÄ2; fÄ1…; and „f… Photographs of
impinging flame jets along the y-axis „ReÄ800; SÕd eÄ0.9; HÕd eÄ6; fÄ1….
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which contacted the plate decreased gradually when the nozzle
was away from the impingement plate, and thus the heat fluxes
decreased accordingly. This was because whenH/de.1, the part
of flame which touched the plate was in the post-flame zone,
where the temperatures decreased as increasing flame length, i.e.,
increasing nozzle-to-plate distance. It was also found that for
S/de50.9, whenH/de>4, the maximum heat flux occurred at the
midpoint. This was because atS/de50.9, the strong between-jet
interference merged the two jets into one bigger jet before im-
pingement, as shown in Fig. 3~c!. Thus the relatively high tem-
perature of the flame around the midpoint and the strong turbu-
lence induced by the between-jet interference in this region
resulted in the peak heat flux occurred at the midpoint. In other
cases, such merging of the two jets before impingement was not
occurred. The peak heat flux value was located around the stag-
nation point of each jet in these cases.

Average Heat Flux Distribution
The local heat fluxes along the streamwise~i.e., x-axis! and

spanwise~i.e., y-axis! directions were integrated with trapezoid
method to produce the average heat fluxes. The average heat flux
distributions along the x andy-axes under differentS/de andH/de
ratios were shown in Fig. 9. It was found from Fig. 9~a! that the
maximum average heat flux occurred atx-axis whenS/de52 and
H/de51, which was also the condition where the maximum local

heat flux occurred, as discussed previously. WhenS/de50.9, the
average heat fluxes along the x andy-axes were of similar values
whenH/de51. Then with further increasingH/de ratio, the aver-
age heat flux alongy-axis was higher than that alongx-axis. When
S/de54.1, the average heat flux along thex-axis was always
larger than that along the y-axis. While for a moderateS/de ratio
of 2, the average heat fluxes alongx andy-axes were close to each
other in quantity. This indicated that moderate between-jet spacing
characterized the uniform heating capacity. Figure 9~b! showed
the heat fluxes averaged over thex andy-axes. It was found that
the peak value still occurred whenS/de52, andH/de51. When
the value ofH/de exceeded 2, the average heat flux increased with
decreasingS/de ratio.

Comparison With Single Jet
To help understand better the influence of the between-jet inter-

ference on heat transfer enhancement in the two-jet impingement
system, Comparison of the stagnation point heat flux of each jet in
the two-jet impingement system was made with those of a single
jet obtained with both experimental and semi-analytical methods.
The comparison was shown in Fig. 10.

Considering an uniform flow of infinite extent impinging on a
body of revolution, where the flow only changed in the boundary
layer, the semi-analytical solution of heat transfer from the flow to
the forward stagnation of the revolution body has been obtained
by Sibulkin @23#, which was shown as follows:

q̇s50.763~bsreme!
0.5Pre

20.6Cpe
~Te2Tw! (1)

bs was obtained using the potential flow solution for flow normal
to a disk according to van der Meer@24#:

bs54u/pDb (2)

It was observed from Fig. 10 that for all theH/de ratios varied
from 1 to 6, the stagnation point heat fluxes in the two-jet array
impingement system were significantly enhanced comparing with
those obtained in a single-jet system. The stagnation point heat
fluxes obtained with the semi-analytical method were lower than
those from experiments. This is because in Sibulkin’s solution, the
Lewis number was kept unity. However, in the practical flame
impingement system, the flame will dissociate when the tempera-
ture is high, e.g., in the area around the flame inner cone. When
these dissociated species impinge on the cold plate, they will re-

Fig. 4 „a… Photographs of impinging flame jets along the
x -axis „ReÄ800; SÕd eÄ2; HÕd eÄ1; fÄ1…; „b… Photographs of
impinging flame jets along the x -axis „ReÄ800; SÕd eÄ2; HÕd e
Ä2; fÄ1…; and „c… Photographs of impinging flame jets along
the x -axis „ReÄ800; SÕd eÄ2; HÕd eÄ6; fÄ1….

Fig. 5 „a… Photographs of impinging flame jets along the
x -axis „ReÄ800; SÕd eÄ4.1; HÕd eÄ1; fÄ1…; and „b… Photo-
graphs of impinging flame jets along the x -axis „ReÄ800;
SÕd eÄ4.1; HÕd eÄ2; fÄ1….
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combine into stable molecules releasing heat energy, and thus en-
hances the convective heat transfer from the flame to the impinge-
ment plate. This deviation between the experimental and semi-
analytical results became larger when the dissociation-

recombination effect was more significant, as shown in Fig. 10,
where the largest deviation occurred underH/d51. Under this
condition the flame reaction zone just touched the cold impinge-
ment plate, and the large temperature difference between
them caused the dissociation-recombination effect to be more
significant.

Conclusions
Effects of theS/de andH/de ratios on heat transfer character-

istics of a pair of impinging rectangular flame jets had been ex-
amined in the present study. It was found that the between-jet

Fig. 6 „a… Heat flux contour at Re Ä800, SÕd eÄ0.9, HÕd eÄ1 and
fÄ1; „b… Heat flux contour at Re Ä800, SÕd eÄ2, HÕd eÄ1 and
fÄ1; and „c… Heat flux contour at Re Ä800, SÕd eÄ4.1, HÕd eÄ1
and fÄ1.

Fig. 7 Effect of SÕd e on heat flux distribution along the x -axis
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interference decreased with increasingS/de andH/de ratios. Both
the maximum local heat fluxes and maximum average heat fluxes
were obtained at a moderateS/de ratio of 2 with a moderate
between-jet interference, and whenH/de51, where the high tem-
perature inner cone of the flame was just reaching the impinge-
ment plate. The smallS/de ratio could induce such strong

Fig. 8 Effect of HÕd e on heat flux distribution along the x -axis

Fig. 9 Comparison of average heat fluxes at x and y axes

Fig. 10 Comparison of stagnation point heat flux with single
jet at ReÄ800
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between-jet interference as to deform the inner reaction cone of
the flame and thus hinder the complete combustion and reduce the
heat transfer rate. For all the flames investigated, the heat flux was
found to decrease with increasingH/de ratio from 1 to 6. Moder-
ateS/de ratio of 2 could produce more uniform heating over the
streamwise and spanwise directions.
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Nomenclature

B 5 rectangular nozzle width~m!
CP 5 specific heat of fluid~J/~Kg K!!
D 5 diameter~m!
de 5 effective nozzle exit diameter~m! (de5(4BL/p)1/2)
H 5 distance between the nozzle and the impingement

plate ~m!
L 5 rectangular nozzle length~m!

Pr 5 Prandtl number
q̇ 5 local heat flux density~W/m2!
q̄ 5 average heat flux density~W/m2!
r 5 radial distance from midpoint of the two nozzles~m!

Re 5 Reynolds number (5uoutde /n)
S 5 distance between the centers of the two nozzles~m!
T 5 temperature~K!
u 5 velocity of butane/air mixture~m/s!
v 5 flame velocity near the stagnation point~m/s!
x 5 central streamline~m!
y 5 central spanwise line~m!

Greek Symbols

r 5 gas density~kg/m3!
m 5 dynamic viscosity~kg/m.s!
n 5 kinematic viscosity~m2/s!
f 5 equivalence ratio~5~stoichiometric air/fuel volume

ratio!/~actual air/fuel volume ratio!!
b 5 the velocity gradient near the stagnation point

(5(dv/dr) r→0)

Subscripts

b 5 stagnation body or target
f 5 for the flame jet

out 5 at the nozzle exit
p 5 at the impingement plate
s 5 at the stagnation point
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Nanoparticles Formed
in Picosecond Laser Argon
Crystal Interaction
In this work, Molecular Dynamics simulations are conducted to attain thermal and me-
chanical characteristics of nanoparticles formed in laser materials interaction. It reveals
that nanoparticles originate from intense vapor phase explosion. A gas-like structure is
observed in nanoparticles in the initial stage of formation. After a short time of evolution,
a typical liquid structure is revealed in particles. As a direct consequence of atoms
escaping from the particle surface, the temperature of nanoparticles reduces to an under-
cooling point from the initial super-heating state. Furthermore, it indicates that move-
ments of nanoparticles are dominated by those normal to the target surface.
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Introduction
In recent years, it has become more tempting to attach signifi-

cant research interest to nanoparticles formed in short pulsed laser
materials interaction due to their strong impact on micro/
nanoscale manufacturing and thin film deposition. Ultrafast pulsed
laser heating and the extremely small particle size impose consid-
erable difficulty on experimental studies of the underlying physi-
cal origins as well as the in-situ thermal and mechanical charac-
teristics associated with nanoparticles.

Interaction of the ultrafast laser pulse with the target material
and the resulting material ablation are endowed with strong non-
linear, coupled optical, thermal, and mechanical processes that
significantly complicate theoretical analysis. Molecular Dynamics
~MD! simulation, which studies physical processes at the
molecular/atomic level, is capable of providing systematic and
integrated information of laser heating, material evaporation and
nanoparticle formation.

A number of MD simulations have been reported on studying
laser interaction with various targets. For semi-conductor materi-
als, Kluge et al.@1# studied picosecond~ps! laser heating of a
small silicon target comprising 216 atoms. Recently, ultrashort
pulsed laser interaction with a larger silicon target constituted of
23,000 atoms was investigated by Herrmann et al.@2#. Laser-
induced ultrafast phase transition in carbon was explored by Je-
schke et al.@3# for a target of 216 atoms. As for laser metal inter-
action, laser heating of a metal surface was considered by
Häkkinen and Landman@4# with taking into account the two-step
heat transfer@5#, and by Ohmura and Fukumoto@6#. Interaction of
ultrafast laser with dielectrics and organic materials has been ad-
dressed by Kotake and Kuroki@7# and Zhigilei et al.@8#, respec-
tively. The quantum-mechanical effects in ultrashort laser materi-
als interaction have been explored by Shibahara and Kotake@9#
and Silverstrelli and Parrinello@10#. More recently, substantial
details about the thermal and thermomechanical phenomena in ps
laser interaction with large targets were reported by Etcheverry
and Mesaros@11# and Wang and Xu@12,13#. Despite the large
number of MD work pertinent to laser materials interaction, few
MD simulations investigated nanoparticles formed in pulsed laser
materials interaction@14–16#. Considerable details pertaining to
the ablation process from which clusters originate have been re-
ported by Zhigilei et al.@15# on the basis of the MD simulation of

ps laser organic solid interaction. It was pointed out by Ohmura
et al. @16# that nanoparticles formed in ps laser metal interaction
ejected from the target surface at a speed of several thousands of
meters per second. To date, knowledge of formation and evolution
of nanoparticles, as well as their in-situ thermal and mechanical
properties are still lacking, thereby placing impediments on fur-
ther understanding and optimizing pulsed laser materials process-
ing.

In this work, MD simulations are carried out to investigate ps
laser material interaction. Emphasis is placed on formation and
evolution of nanoparticles during and after laser heating. More-
over, thermal and mechanical characteristics of nanoparticles,
such as structure, temperature, and velocities are addressed in
considerable detail. In this paper, methodologies employed in the
MD simulation are outlined first, and then MD simulation results
are presented to address various thermal and mechanical issues
associated with nanoparticles.

Methodologies of the MD simulation
The problem to be studied in this work is associated with an

argon crystal at an initial temperature of 50 K subjected to ps
pulsed laser heating. The basic problem involves solving the New-
tonian equations for each atom interacting with its neighbors,

mi

d2r i

dt2
5( Fi j (1)

wheremi andr i are the mass and position of atomi, respectively,
and mi is taken as 6.63310226 kg for argon.Fi j stands for the
interaction force between atomsi andj, and is computed from the
Lennard-Jones~LJ! potential asFi j 52]f i j /]r i j with r i j 5r i
2r j . The Lennard-Jones potentialf i j is of the form

f i j 54«F S se

r i j
D 12

2S se

r i j
D 6G (2)

where « is the LJ well depth parameter, and the corresponding
value for argon is 1.653310221 J. se is referred to as the equi-
librium separation parameter, and is 0.3406 nm for argon@12#.

A time step of 25 fs is applied in the simulation@11#. The
interaction between particles is neglected when their distance ex-
ceeds a particular lengthr c , namely, the cutoff distance. For ar-
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gon, the widely accepted value of 2.5se for r c is applied in this
work @12#. Details of the computation are published elsewhere
@12,17#.

Laser beam absorption in the target is achieved by exciting the
kinetic energy of atoms, which is fulfilled by scaling the velocities
of atoms with an appropriate factor. This factor is calculated as

x5F 11
DE

1

2 (
i 51

N

mi•@~v i ,12 v̄1!21~v i ,22 v̄2!21~v i ,32 v̄3!2#G 1/2

(3)

where v i , j and v̄ j ( j 51,2,3) are velocities of atomi and the
average velocity in thex, y, andz directions for atoms in a layer
normal to the laser beam.DE is the laser beam energy deposited
in the layer during one time step, andN is the number of atoms
within the layer. The new velocityv i , j8 of atom i is calculated as

v i , j8 5~v i , j2 v̄ j !•x1 v̄ j j 51,2,3 (4)

This laser energy absorption model de-emphasizes the details of
laser materials interaction, for which the quantum-mechanical ef-
fect needs to be accounted for, but is not predominant. The char-
acteristic time of laser material interaction~,1 ps! is much
smaller than the time associated with the laser pulse in this work.
Hence nanoparticle formation and the thermal and mechanical in-
formation associated with them can still be investigated using the
current absorption model in the absence of detailed knowledge of
laser materials interaction. Exponential laser beam absorption is
presumed in the computation with an absorption depth oft. In this
work, in lieu of recovering a specific experimental condition, the
value oft is chosen to reflect the fact of volumetric absorption of
the laser beam. The presumed value~2.5 nm!of t indicates that
the laser beam will be absorbed within a distance of about 10 nm
from the target surface. Therefore, the back side of the target will
not see the direct effect of laser beam absorption. The laser pulse
assumes a temporal Gaussian distribution with a FWHM~full
width at half maximum! of 5 ps centered at 10 ps.

The MD computational domain is constructed in a fashion to
embody extra spaces above and below the target, allowing mac-
romotion of atoms in thez direction. Periodic boundary conditions
are applied at the boundaries in thex and y directions, and free
boundary conditions at the boundaries in thez direction. The
target is initially constructed based upon the fcc~face-centered
cubic! lattice structure of a lattice constant 0.5414 nm@12# with
the ~100!surface facing the laser beam. Initial velocities of atoms
are specified randomly from a Gaussian distribution based on the
expected temperature of 50 K. Before laser heating starts, the
sample is thermalized for 100 ps to reach thermal equilibrium
@11,12#.

Results and Discussion
In the results that follow, a freestanding film of 90 fcc unit cells

~48.73 nm!in the x andy directions, and 60 fcc unit cells~32.48
nm! in thez direction is irradiated with a single laser pulse of 1.2
J/m2. This laser energy was proved high enough to induce phase
explosion and formation of nanoparticles for argon crystal@12#.
The thickness of the sample~32.48 nm!is much larger than the
penetration depth of the laser beam~;10 nm!, which ensures
complete absorption of the laser beam. The computational domain
measures 48.726 nm in thex andy directions, and 553.94 nm in
the z direction with the back side of the film located at 8.55 nm.
Schematic of the computational domain is shown in Fig. 1. A total
of 1,944,000 atoms are tracked in the simulation. Parallel compu-
tation was conducted on a two-processor Xeon workstation using
OpenMP~Open Multiple Processing!.

Formation of Nanoparticles. The manner in which nanopar-
ticles are formed in ps laser argon interaction is delineated in Fig.
2, which presents snap shots of atomic positions at different mo-
ments. For the purpose of illustration, only the domain of 0<x
<20 nm, 0<y<20 nm, and 30<z<90 nm is illustrated. It is im-
portant to note that when the laser pulse stops (t515 ps), thermal
expansion is predominant and intense movements of atoms are
observed at the target surface. Between 20 and 40 ps, phase ex-
plosion is taking place and becoming more intense with time. At
40 ps, it is evident that the thermal expansion of the material is
replaced by an intense phase explosion indicated by the strong
non-uniform atomic distribution in space. Plots at 60 ps through
150 ps are characterized by large clusters separating from each
other to form individual particles. As a direct consequence of the
surface tension force, the initial irregular nanoparticles gradually
change to spheres. This process is demonstrated in plots of 200 ps
through 500 ps.

The detailed formation process of a particular particle is delin-
eated in Fig. 3. For the purpose of citation, this particle is termed
particleb in the following sections. Since Fig. 2 only displays part
of the computational domain, particleb can not be identified in
Fig. 2. It is much pronounced in Fig. 3 that the particle starts with
an irregular shape~70 ps!and concludes with a spherical one~500
ps!. Before 70 ps, this particle does not separate from the target
and can not be well defined. The initial irregular shape originates
from the non-uniform phase explosion, and it takes quite a long
time ~;400 ps!for the particle to become a sphere. From 125 ps
to 300 ps, the nanoparticle experiences an oscillation process,
which diminishes gradually due to the presence of the inherent
retarding force. The particle formation is also characterized by a
shrinking process indicated by the presence of the initial loose
atom distribution in space and the final much more dense distri-
bution.

Figure 4~a!presents the variation of the particle number versus
time, while Fig. 4~b! details the onset of particle formation. In Fig.
4, particle sizes are roughly sorted into several groups based on
the number of atoms in a particle. This rough classification can
readily reveal the trend of the formation of particles during laser-
material interaction. Detailed particle size distribution was dis-
cussed elsewhere@18#. To define a particle, two atoms are treated
as within the same particle if their distance does not exceed 0.40
nm, which is the nearest neighbor distance of argon atoms at the
boiling point. It is found that particles defined by this criterion
precisely represent the particles observed in the snap shot of
atomic positions~Fig. 2!. In Fig. 4 it is apparent that single atoms
start coming out substantially at 10 ps through 30 ps, and stabilize
at a number of about 50,000 after 200 ps. For dimers and particles
comprising 3;100 atoms, their populations quickly reach a peak
value at about 25 ps, and decay over a quite long time of about
300 ps. The reduction of the particle number is a consequence of
losing atoms from the particle surface or smaller particles com-
bining to form a bigger one. Particles consisting of 101
;1000 atoms are characterized with an emergence time delay of
10 ps in comparison with smaller particles and single atoms. In

Fig. 1 Schematic of the computational domain
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other words, particles composed of 100 atoms or less start emerg-
ing during laser heating~10 ps!, while particles comprising 101
atoms or more start appearing after laser heating~20 ps!.

Escape of atoms from the particle surface could reduce the size
of the particle substantially, and this effect is delineated in Fig. 5,
which presents the temporal variation of the diameter of particle

Fig. 2 Snap shots of atomic positions at different moments
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b. The diameter of the nanoparticle is an effective value corre-
sponding to a sphere comprising the same number of atoms at a
fixed density that is evaluated at 500 ps. The sudden and tempo-
rary drop of the diameter at 110 ps is attributed to a temporary
separation of a cluster from the particle. When this cluster sepa-
rates from the particle, it is not accounted for when defining the
particle volume, thereby inducing a temporary reduction in the
particle diameter. It is seen in Fig. 5 that after 500 ps the diameter
of the particle decreases by 7%, meaning a volume reduction of
about 20%.

Structure of Nanoparticles. It is a common practice to work
with the radial distribution function when studying material struc-
ture. In general, the radial distribution function is defined as the
ratio of the number of atoms at a distancer from a given atom
compared with the number of atoms at the same distance in the
ideal gas with the same density. In lieu of using the time-varying
density of the particle as the reference, a constant reference den-
sity is used which is evaluated at 500 ps. The manner in which the

Fig. 3 Detailed formation process of particle b. The unit of the coordinates is
nm.

Fig. 4 Variation of the particle number versus time. Units of
particle numbers are: 10 4 for monomers, 10 3 for dimers and
particles consisting of 3 to 10 atoms, 10 2 for particles consist-
ing of 11–100 atoms, and 10 for particles consisting of 101–
1000 atoms. Fig. 5 Temporal variation of the diameter of particle b

1150 Õ Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



radial distribution function is modified makes it possible to ac-
quire knowledge of the material density by looking into the abso-
lute value of the radial distribution function while its shape re-
flects the material structure.

The radial distribution functiong(r ) for particleb is plotted in
Fig. 6. It is observed that the evolution of the radial distribution
function is characterized with two features. One feature is that the
structure of the particle undergoes a transition from the initial
gas-like structure to the final typical liquid structure. At 70 ps, it is
pronounced that only the short-range order is preserved, and the
long-range order is insignificant as indicated by the presence of
the second weak peak. This gas-like structure remains until 300 ps
while the second peak is becoming more prominent. At 300 ps, a
weak third peak emerges, indicating that the liquid structure is
becoming significant. After another 200 ps transition, the liquid
structure is predominant, which is dictated by the three strong
peaks in the radial distribution function at 500 ps.

The other feature characterizing the structural variation is the
continuous condensation of atoms in space. The absolute value of
the radial distribution function provides a measure of the amount
by which the number density of atoms is evaluated. It is evident in
Fig. 6 that besides the shape transition of the radial distribution
function, its absolute value increases over the 500 ps period. In
particular, the first peak has a maximum value of 1.6 at 70 ps, and
this number increases to 2.6 at 500 ps. Forg(r ) of r /s54.0, its
value increases substantially from 0.25 at 70 ps to 0.54 at 500 ps.
The increase of the radial distribution function suggests that at a
distancer from a given atom, more atoms can be found, meaning
atoms are getting closer to each other. Based on the absolute value
of the radial distribution function, the number density of atoms of
particleb almost doubles to a first approximation.

Based on the definition of the radial distribution function used
in this work, the average density~n! of the particle is related to
g(r ) as

n}E
0

r max

g~r !r 2dr (5)

Figure 7 presents the density of particleb calculated using Eq.
~5!. In Fig. 7, it is evident that the density increases with time. The
density at 500 ps is 12.78, which is 1.78 times the density at 70 ps
~7.19!, confirming the approximation conducted above. Both los-
ing atoms from the particle surface and the decrease in intermo-

Fig. 6 Radial distribution function within particle b at different times

Fig. 7 Density of particle b at different times
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lecular spacing could reduce the size of the particle. As seen in
Fig. 7, the decrease of intermolecular spacing can reduce the vol-
ume of the particle by about 44%. As discussed above~Fig. 5!,
escape of molecules from the particle surface reduces the volume
of particle b by about 20%~Fig. 5!, which is smaller than, but
comparable to, the effect of decrease of intermolecular spacing.

Temperature of Nanoparticles. It is important to be cogni-
zant of the thermal equilibrium status of nanoparticles when ex-
ploring their temperature variation. The thermal equilibrium status
is examined by comparing the atom velocity distribution with the
Maxwellian distribution. Figure 8 shows the comparison of the
velocity distribution of atoms within particleb. It is evident that at
all times the velocity distribution follows the Maxwellian distri-
bution well yet with noticeable deviations attributed to the small
number of atoms within the particle.

The temperature of the particle is calculated using

3

2
NkBT5(

i 51

N

mi

1

2
~v i ,1

2 1v i ,2
2 1v i ,3

2 ! (4)

where N is the number of atoms within the particle,kB is the
Boltzmann’s constant (1.38310223 J/mol•K), and v i , j ( j
51,2,3) is the velocity of atomi in the x, y, andz directions.

Temporal variation of the temperature of particleb is plotted in
Fig. 9. It is prominent that the temperature decays with time.
Atoms escaping from the particle surface take away a consider-
able amount of energy. As a result, the particle temperature expe-
riences a decaying process as illustrated in Fig. 9. At 70 ps, the
particle is at a temperature above 100 K, which exceeds the boil-
ing point ~87.3 K! of argon, indicating the existence of superheat-
ing. On the other hand, the particle temperature reduces to as low
as 75 K at 500 ps, much lower than the melting point of argon

~83.8 K! while the particle is still at the liquid state as described
before. Hence under-cooling occurs for particles formed in ps la-
ser materials interaction. This phenomenon is attributed to the
rapid cooling induced by escape of atoms from the particle surface
while the particle itself does not have enough time to solidify.

The temperature variation described in the preceding paragraph
exists for all particles comprising a large number of atoms for
which the temperature concept is still valid. Figure 10 presents the
temperature distribution versus the particle size at different times.
For particles of less than 2 nm in diameter, their temperature
cannot be defined in the strict physical sense since thermal equi-
librium can not establish due to the small number of atoms within
the particle. Hence Fig. 10 only plots the temperature of particles
with a diameter of 2 nm or greater. It is evident that at 500 ps all

Fig. 8 Velocity distribution in comparison with the Maxwellian distribution
within particle b

Fig. 9 Temperature of particle b at different times
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particles are at temperatures below the melting point of argon
even though their initial temperatures~50 ps!are above the boil-
ing point.

Velocities of Nanoparticles. The temporal variation of ve-
locities of particleb is presented in Fig. 11. It is much noticeable
in Fig. 11 that velocities in thex andy directions are one order of
magnitude smaller than that in thez direction. Therefore, move-
ments of the particle are dominated by those in thez direction. It
is observed that initially the particle has a relatively high velocity
in the x and y directions ~;8 m/s! and conclude with a much
smaller velocity of about 3 m/s. For the movement in thez direc-
tion, the particle starts with a velocity of about 130 m/s and picks
up speed to a higher level of about 143 m/s at 500 ps. The veloci-
ties presented in Fig. 11 shows oscillation with time, which is
attributed to escape of atoms from the particle surface. When an
atom escapes from the particle, the momentum~velocity! of the
particle changes accordingly due to momentum conservation.
Since atoms escaping from the particle surface have different mo-
mentum, velocities of the particle show some up-and-down be-
havior with time.

Velocities of particles versus the diameter are shown in Fig. 12.
It is apparent that the maximum velocity of smaller particles ex-
ceeds that of larger ones. For larger particles, their velocity is only
about tens of meters per second or less in thex andy directions,
while the maximum velocity in thez direction is about 100 m/s or
less. This demonstrates that thez direction movement is predomi-
nant for nanoparticles formed in ps laser materials interaction.
Another noticeable characteristic of the particle movement is that

particles move with the same probability in the oppositex andy
directions. In contrast, for movement in thez direction, the veloc-
ity in the negativez direction is observed for smaller particles, but
is insignificant in comparison with that in the positivez direction.
For larger particles, only few move slowly in the negativez direc-
tion while most of them move in the positivez direction.

Conclusion
In this work, MD simulations were carried out to study nano-

particles formed in ps laser materials interaction. Substantial de-
tails of nanoparticle formation as well as their thermal and me-
chanical characteristics were uncovered. It was revealed that
nanoparticles originated from an intense vapor phase explosion
process. Small particles started coming out during laser heating
while larger ones emerged after laser heating. Nanoparticles
started with a gas-like structure of a super-heating state and con-
cluded with a typical liquid structure at an under-cooling state.
The temperature reduction of nanoparticles was attributed to at-
oms escaping from the particle surface. Moreover, nanoparticles
underwent a substantial volume reduction due to the atomic es-
cape from the particle surface and a decrease of intermolecular
spacing. Movements of nanoparticles were dominated by those in
the z direction. In thex and y directions, nanoparticles have the
same probability of moving in opposite directions, while in thez
direction, the movement in the positive direction is predominant.

Fig. 10 Temperature distribution versus the particle size at different times
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Nomenclature

DE 5 the laser energy absorbed by a layer during one time
step

Fi j 5 interaction force between atomsi and j
g(r ) 5 radial distribution function

kB 5 Boltzmann’s constant
m 5 atomic mass

n 5 number density of atoms within a particle
N 5 number of atoms
r 5 position of the atom

r c 5 cutoff distance
r i j 5 the distance between atomsi and j

t 5 time
T 5 temperature
v 5 velocity of atoms

v8 5 velocity of atoms after scaling
v̄ 5 average velocity of atoms

Greek Symbols

x 5 scaling factor for the velocity of atoms
« 5 LJ well depth parameter
f 5 Lennard-Jones potential

se 5 equilibrium separation parameter

Fig. 11 Temporal variation of velocities of particle b Fig. 12 Velocity distribution versus the diameter of particles at
100 ps
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t 5 optical absorption depth

Subscripts

i 5 index of the atom
j 5 index of the atom/direction
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Phonon Transport in Anisotropic
Scattering Particulate Media
Equation of phonon radiative transport (EPRT) is rewritten to include anisotropic scat-
tering by a particulate media by including an acoustic phase function and an inscattering
term which makes EPRT exactly same as equation of radiative transport (ERT). This
formulation of EPRT is called generalized EPRT (GEPRT). It is shown that GEPRT
reduces to EPRT for isotropic scattering and is totally consistent with phonon transport
theory, showing that transport cross section is different from the scattering cross section.
GEPRT leads to same formulation for transport cross section as given by phonon trans-
port theory. However GEPRT shows that transport cross section formulations as de-
scribed by phonon transport theory are only valid for acoustically thick medium. Trans-
port cross section is different for the acoustically thin medium leading to the conclusion
that mean free path (m.f.p) is size dependant. Finally calculations are performed for two
types of scatterers for acoustic waves without mode conversion: (1) acoustically hard
Rayleigh sphere; and (2) large sphere in the geometrical scattering regime. Results show
that the scattering from these particles is highly anisotropic. It is also shown that for
geometrical scattering case isotropic scattering leads to the conclusion of total internal
reflection at the particle/medium interface.@DOI: 10.1115/1.1622718#

Keywords: Conduction, Heat Transfer, Microscale, Nanoscale, Scattering

Introduction
Equation of phonon radiative transport~EPRT! @1# is widely

used for predicting the thermal conductivity of microstructures.
EPRT is valid only for isotropic scattering of phonons by par-
ticles. Recently Prasher@2# extended EPRT by including an in-
scattering term. It is very well known that scattering of phonons
even by symmetrical particles such as spheres can be highly an-
isotropic and asymmetrical depending upon the acoustic mismatch
between the particles and the host medium@3#. It was also pointed
out by Majumdar@1# that EPRT is similar to equation of radiative
transport~ERT! except that~1! EPRT does not contain an in scat-
tering term where as ERT does, and~2! in ERT the emission and
absorption of photon energy imply transfer of photon energy to
other particles such as electrons and or phonons, where as this
does not exist for phonons. In reality EPRT does contain an in-
scattering term which will be proven in this paper. The Umklapp
process can also be thought of as emission of phonons when 1
phonon gives out two phonons and absorption of phonons when 2
phonons combine together to give out 1 phonon. Note that Um-
klapp scattering is an inelastic scattering process. Other types of
inelastic scattering process are also possible such as scattering
between phonons and electrons. In this paper EPRT is written in a
form where the inelastic and elastic scattering terms are separated
and is called generalized EPRT~GEPRT!which means inclusion
of an acoustic phase function. From this general formulation it is
shown that EPRT can be derived from GEPRT if the scattering is
isotropic.

It is typically assumed that transport cross section@1# is same as
the scattering cross section which basically amounts to isotropic
scattering. This lead to the conclusion, for example in the geo-
metrical scattering regime that total internal reflection of acoustic
wave takes place which will be shown later in this paper. It is well
known that the transport cross section of carriers such as phonons
or electrons is different from the scattering cross section@3#. It
will be shown that solution of GEPRT is totally consistent with
the transport theory of phonons in the acoustically thick regime.
In the acoustically thin regime GEPRT shows that transport cross

section or alternately the mean free path~m.f.p! of the phonon is
different from the m.f.p in the acoustically thick regime. This
makes m.f.p due to particle scattering dependent on the acoustic
thickness of the medium.

This paper is divided in six sections. In section one detailed
development of GEPRT is shown. Section two provides details on
the acoustic phase function. Section three deals with the solution
of GEPRT for spherical particles. Section four provides a brief
discussion on meaning of transport cross section and shows that
GEPRT is totally consistent with transport theory in the diffusive
regime. Mean free path of some mathematically simple scatterers
is calculated in section five using GEPRT. Section six discusses
the usefulness and application of GEPRT.

1 Generalized Equation of Phonon Radiative
Transport †2‡

All the equations developed in this paper are for steady-state
one-dimensional slab, but can be easily extended for three-
dimensional geometry. We start with steady state EPRT which can
be written@1#

m
]I v

]x
5Ku~ I v

0 2I v!1Kp~ I v
0 2I v! (1)

wherem is the direction cosine,I the intensity,I 0 the equilibrium
intensity,v the frequency,Ku andKp are the scattering coefficient
for Umklapp~or an inelastic scattering process! and particle scat-
tering ~elastic process!, respectively.v in the subscript indicates
that I is a function ofv. Ku andKp is given by@1#

Kp5
1

l p
, Ku5

1

l u
(2)

wherel p andl u are the m.f.p due particle and Umklapp scattering
respectively and also

Kp5ns (3)

wheren is the number of particles per unit volume ands is the
scattering cross section of a single particle.

ERT in one-dimension can be written as@4#
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m
]I v

]x
5Ka~ I v

0 2I v!2KpI v1
Kp

4p E
4p

F~V i→V!I v~V i !dV i

(4)

whereKa is the absorption coefficient,F the phase function for
the scattered wave from solid angleV i to V. Since the phase
function term arises in radiative transport only if there are par-
ticles present in the medium which leads to scattering of the EM
waves, it is reasonable to expect that even for phonons there
should be a phase function if particles such as defects are present
in the medium. Considering this EPRT is written as

m
]I v

]x
5Ku~ I v

0 2I v!2KpI v1
Kp

4p E
4p

F~V i→V!I v~V i !dV i

(5)

This equation is referred to as GEPRT in the manuscript. Note that
the last two terms in the right hand side of Eq.~5! are due to
elastic scattering of phonons and the term in the bracket is due to
inelastic scattering of phonons. The term involving the phase
function in Eq.~5! is the in-scattering term.F also satisfies the
following equation@5#.

1

4p E
4p

F~V i→V!dV i51 (6)

andF51 for isotropic scattering.
This equation has an interpretation exactly similar to ERT. Um-

klapp process is like emission and absorption of phonons and
other terms account for scattering with physical particles. Equa-
tion ~6! can be further written as

m
]I v

]d
52I v1~12wv!I 01

wv

4p E
4p

F~V i→V!I v~V i !dV i

(7)

where

wv5
Kp

Ku1Kp
5

l u

l u1 l p
(8)

d5Kex (9)

Ke5Ku1Kp (10)

where wv is the scattering albedo for phonons,d the acoustic
dimension, andKe the extinction coefficient.

Under radiative equilibriumdq/dx is zero, whereq is the heat
flux. It can be shown that for radiative equilibrium@5#

1

4p E
4p

I v~V i !dV i5I 0 (11)

Substituting Eq.~11! in Eq. ~5! and assumingF51 ~isotropic
scattering!GEPRT reduces to EPRT. Therefore EPRT in its origi-
nal form is valid only for isotropic scattering.

It is to be noted that both ERT and GEPRT are valid for a
particulate media only if the energy transport inside the particles
fall in the wave regime, i.e., the m.f.p of phonon or photon is
much larger than the characteristic dimension of the particle.
Phase function is derived solely based on matching the boundary
conditions at the particle/medium interface assuming wave behav-
ior. The implicit assumption inside the particle is that energy
transport can still be treated like waves. However, absorption of
energy inside the particle in ERT can still be handled by assigning
an imaginary wave vector to the electromagnetic wave equation.
If the particle diameter is much larger than the energy carrier
m.f.p then neither ERT nor GEPRT is valid for the particulate
media as a whole. In that situation ERT and GEPRT have to
be applied separately in the particle and the medium and the
boundary conditions have to be matched at the particle/medium
interface.

2 Phase Function
The single-scattering phase function is typically known as a

function of the particle single-scattering polar angleup as shown
in Fig. 1. Note that the subscriptp denotes the particle in Fig. 1
and elsewhere in the manuscript. One needs to expressF in terms
of the slab angles to solve Eq.~7!. A relation that gives the particle
single-scattering polar angleup as function of slab anglesu i , f i ,
u, andf can be obtained from analytical geometry@6#

cosup5m im1A12m i
2A12m2 cos~f2f i ! (12)

where m i5cos(ui) and m5cos(u). Definition of these angles is
shown in Fig. 1. For scattering in a planar slab with azimuthal
symmetry, slabF(m i ,m) can be obtained fromF(mp) from the
following expression@4#

F~m i ,m!5
1

p E
mpp

mp0 F~mp!dmp

@~12m i
2!~12m2!2~mp2m im!2#1/2

(13)

where

mp05m im1A12m i
2A12m2, mpp5m im2A12m i

2A12m2

(14)

For the azimuthal symmetry case if the phase functionF(mp) can
be expressed as a series of Legendre function~P! such that

F~mp!5(
i 50

NL

ai Pi~mp! (15)

where a is the coefficient of various terms in the series, then
F(m i ,m) can be expressed as@4#

F~m i ,m!5(
i 50

NL

ai Pi~m i !Pi~m! (16)

3 Solution of GEPRT for Spherical Particles
An asymmetry factor,̂F& is defined to solve problems in an

anisotropic scattering media@5#.

^F&5
1

4p E
4p

F~Vp!cos~up!dVp (17)

For spherical particles Eq.~17! reduces to

Fig. 1 Slab and single-particle scattering angles
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^F&5
1

2 E21

1

F~mp!mpdmp (18)

There are various methods to solve Eq.~7!. Two of the most
common methods used for solving ERT are@4# ~1! two-flux
method, and~2! two discrete ordinate method. These methods can
also be used for solving GEPRT. Solution of Eq.~7! for a one-
dimensional slab using the two discrete ordinate method in acous-
tically thick regime is same as EPRT if one modifies the extinction
coefficient as@4#

Ke85~12wvg!Ke (19)

whereKe8 is the effective extinction coefficient, andg is a factor
which is equal to^F& in the diffusive or the acoustically thick
regime.g is equal to^F& in the diffusive regime because the two
discrete ordinate method is exact in the diffusive regime@4#. Us-
ing Eqs.~2! and ~10!, Eq. 19 can be written as

l eff8 5
l iso

~12wvg!
(20)

where l eff8 the effective mean free path andl iso is is the effective
isotropic scattering mean free path and is given as

l iso5
l ul p

l u1 l p
(21)

Equation~20! can also be written as

l eff8 5

l u

l p

~12g!

l u1
l p

~12g!

(22)

which means that effective mean free path due to particles (l p8) is

l p85
l p

~12g!
(23)

As pointed out earlier,g5^F& only for an acoustically thick me-
dium. Two flux method is more appropriate for optically thin re-
gime in ERT @4#. Similarly for GEPRT in the acoustically thin
regime it is safe to assume that two flux method is more appro-
priate as GEPRT and EPRT are same in formulation. For acousti-
cally thin medium with spherical scatterers the recommended
value ofg based on two flux method is@4#

g5122B (24)

whereB is given by

B5
1

2 E0

1E
21

0

F~m i ,m!dm idm (25)

Combining Eqs.~23!–~25! it can be seen that m.f.p due to
particles depends upon the acoustic thickness of the medium. For
isotropic scattering or symmetrical scattering such as Rayleigh
scattering of EM waves by spherical particles@5# g50 for both
acoustically thin and thick cases becauseB50.5 makingg50
~Eq. 24! for acoustically thin case and̂F&50, makingg50 for
acoustically thick case. Between the acoustically thin and thick
case numerical techniques such as multi-flux method@4# or the
discrete ordinate method@4# have to be used. It is to be noted that
this dependence of m.f.p on the acoustic thickness is in the thick-
ness direction of the medium, i.e., the heat flow is in the thickness
direction. If the heat flow is in the transverse direction of an
infinitely long thin medium, various researchers@7# have shown
that m.f.p gets modified depending on the boundary condition
such as diffuse versus specular reflection of phonons from the
boundaries. However m.f.p of the phonons is dependent on the
acoustic thickness irrespective of the boundary condition if the

heat flow is in the thickness direction just due to asymmetric
nature of the scattering phase function as shown in this paper.

4 Transport Cross Section†3,9‡
It can be shown that GEPRT is completely consistent with

transport theory of phonons as described in standard solid state
text books@3#. In the transport theory of phonons the transport
scattering cross section is different than the total scattering cross
section@3,8#. In this section we briefly discuss why the transport
cross section is different than the scattering cross section. Most of
the material in this section has been taken from Peierls@9# and
Ziman @3#. Boltzmann equation in steady state can be written as
@3#

nk .¹Fk1a.
]Fk

]nk
5S ]Fk

]t D
scatt

(26)

whereF is the distribution function for the carrier,v the velocity,
a the acceleration of the carriers, andk is the wave vector.k in the
subscript denotes thatF is a function ofk. Subscript ‘‘scatt’’ de-
notes the scattering term. For phonons the acceleration term in Eq.
~26! can be neglected@1# where as for electrons it has to be there.
We will show that transport cross section is different than the
scattering cross section for the phonon case, but the conclusions
equally hold for the electrons where the acceleration term in Eq.
~26! remains@9#. After neglectinga, Eqs.~26! can be written as

nk .
]Fk

]T
¹T5S ]Fk

]t D
scatt

(27)

Right hand side~R.H.S!of Eq. ~27! is given by@3,9#

S ]Fk

]t D
scatt

5E dV8G~up!$Fk82Fk% (28)

where the integration is taken over a sphere of radiusk. dV is the
element of solid angle,up is the scattering angle.k8 is state of the
carrier after scattering.up is also the angle between thek8 andk.
G(up) is the differential scattering probability. Under diffusive
transport approximationFk in of Eq. ~27! is replaced byFk

0 @3,9#
Therefore Eq.~27! reduces to

nk•
]Fk

0

]T
¹T5E dV8G~up!$Fk82Fk% (29)

This equation has an exact solution ifk-space is spherical~isotro-
pic!, so thatvk andk are both in the same direction@3,9# and the
scattering is elastic, such as those by elastic particles@3,9#. This
means that left hand side~L.H.S! of Eq. ~29! is the scalar product
of vk with a vector which is constant on a spherical surface in
k-space. It can be shown that@3,9# with above mentioned condi-
tions Eq.~29! reduces to

nk•
]Fk

0

]T
¹T5$Fk

02Fk%F E ~12Pi~cosup!dV8G~up!!G
(30)

whereP is the Legendre function. Equation~30! can be written as

nk•
]Fk

0

]T
¹T5

Fk
02F

L i
(31)

whereL i is given by

1

L i
5E ~12Pi~cosup!dV8G~up!! (32)

In Eq. ~31! L.H.S is a dot product of well defined two vector
quantities and are spherical harmonics of first order for isotropic
case~energy surfaces ink space are spherical! @9#. Therefore Eq.
~32! reduces to
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1

L l
5E ~12P1~cosup!dV8G~up!! (33)

where subscripti in Eq. ~32! is equal to 1. Fori 51 Eq. ~33!
reduces to

1

L l
5E ~12cosup!dV8G~up! (34)

L l in Eq. ~34! is the ‘‘transport scattering time.’’ It is the mean
time after which direction of phonon gets lost. If the phonon sets
out in a definite direction, transporting a certain energy and thus
creating a certain heat current, this will not be lost immediately
upon the first collision through a small angle, but will persist for
some further time before being dissipated@10#. It is to be noted
that even for radiative transport of photons the transport scattering
time is different than the scattering time@10#. However note that
Eq. ~34! is valid only for the diffusive case. Using Eq.~34! a
transport cross section (sT) for the spherical particles can be de-
fined as@3#

sT52pE
0

p

ds~12cosup!sin updup (35)

whereds is the differential scattering cross section. Note that Eq.
~35! takes this form only under diffusive transport approximation,
i.e., for acoustically thick case. This is not valid for the acousti-
cally thin case becauseFk can not be replaced byFk

0 in on the
L.H.S in Eq.~27! for the acoustically thin case. It can be shown
that Eq.~35! can be reduced to

l p85
l p

~12^F&!
(36)

F for acoustic waves can be defined analogous to EM waves@11#,
as

F~Vp!54p
ds

s
(37)

whereds is the differential scattering cross section.ds is given
by

ds5
f ~up!

k2 (38)

wherek is the wave vector, andf is the scattering function.s is
given as

s5E
4p

dsdVp5
1

k2 E
4p

f ~up ,fp!dVp (39)

Using Eq.~35!, Eqs.~37!–~39! and Eq.~6! sT for spherical par-
ticle can be reduced to

sT5s2s
1

2 E21

1

F~up!mpdmp (40)

Using ~18!, Eq.~40! reduces to

sT5s~12^F&! (41)

Equation~41! is same as Eq.~36!. This shows that GEPRT is
completely consistent with existing transport theory in the acous-
tically thick regime. However, GEPRT shows that particle m.f.p
depends on the acoustic thickness of the medium~Eq. ~24!!. It is
a common practice to assume that m.f.p does not depend on the
dimension while calculating the thermal conductivity of small
structures such as thin film super lattice and etc.@1#. This is a
good assumption only if the scattering is symmetric in the forward
and the backward direction such as Rayleigh scattering of EM
waves becauseg is same and for optically thick and thin medium
and is equal to zero. For acoustic waves due to mode conversion,
analytical solution of the phase function will be a tedious task.

However in simple cases such as geometric scattering of the trans-
verse wave that does not go through mode conversion by a sphere,
the acoustic phase function will be exactly same as the optic phase
function, which is readily available in radiation literature@12#.

5 Mean Free Path of Simple Scatterers
In this section we calculate the m.f.p of two simple types of

scatterer:~1! acoustically hard Rayleigh sphere, and~2! geometric
scatterer for transverse wave incidence. We also discuss the cal-
culation of m.f.p for the general case in the two scattering regime.
Both the cases are for the transverse wave which does not go
through mode conversion.

Rayleigh Scattering. An acoustically hard Rayleigh sphere is
considered for analysis. Rayleigh scattering is valid in the long
wavelength regime or forkr!1 where r is the radius of the
sphere. It can be shown using the analysis in@13# that for plain
wave incidencef (up) is given by

f ~up!5S 1

3
1

1

2
cos~up! D 2

~kr !6 (42)

and using Eq.~39! s is given by

s5
7

9
pr 2~kr !4 (43)

Note Eq.~42! is only valid that transverse wave which does not go
through mode conversion. Equation~43! shows that scattering
cross section for Rayleigh scatterer varies as the 4th power or the
wave vector. Using Eqs.~35!, ~38!, and~42! sT for the diffusive
regime is given as

sT5
3

9
pr 2~kr !4 (44)

Equations~43! and ~44! clearly show that difference between the
transport and scattering cross section can be big depending on the
situation. Using definition ofF from Eq. ~37! F for an acousti-
cally hard Rayleigh sphere for plane wave incidence can be ex-
pressed as

F~mp!5
36

7 S 1

3
1

1

2
mpD 2

(45)

Figure 2 shows the polar plot ofF(mp). Figure 2 shows that the
scattering is highly anisotropic and asymmetrical in forward di-
rection. Therefore the m.f.p for this case will be larger than that
calculated by assuming isotropic scattering. Table 1 shows the
value ofg for both isotropic and anisotropic case. Equation~18! is
used to calculateg for the acoustically thick regime. Table 1 also
shows the error in the calculation of m.f.p if isotropic scattering is
assumed. The error is defined as (l p82 l p)/ l p wherel p8 is calculated
using Eq.~36!. Table 1 shows that the error in the m.f.p is 133%
if isotropic assumption is assumed.

For the calculation ofg in the acoustically thin regime Eq.~24!
is used. For the calculation ofB in Eq. ~25!, F(m i ,m) has to be
calculated.F(mp) in Eq. ~45! can be written as a summation of
Legendre functions in the form expressed in Eq.~15!. This en-
ables the calculation ofai in Eq. ~15!. Onceai is known using Eq.
~16!, F(m i ,m) can be expressed as

F~m i ,m!5
36

63 S 7

4
13m im1

3

8
~3m i

221!~3m221! D (46)

Table 1 shows that the value ofg is different for the acoustically
thin and thick medium. This shows that the m.f.p is different for
the acoustically thin and thick medium. The difference in m.f.p
between the acoustically thin and thick medium is 25%. This cal-
culation clearly shows that the m.f.p formulation given by trans-
port theory provided in standard solid state textbook is only valid

Journal of Heat Transfer DECEMBER 2003, Vol. 125 Õ 1159

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



for the diffusive or acoustically thick regime. This also shows that
m.f.p due to particle scattering is size dependent.

Calculation of the transport cross section and the phase function
for an elastic sphere for longitudinal and in-plane transverse wave
will be a tedious task. Various authors have computed the scatter-
ing cross section for elastic Rayleigh sphere@14,15#for both lon-
gitudinal @14# and for transverse wave incidence@15#. The chal-
lenge will be to convert these relation to extract the transport cross
section from these analyses for heat transfer problems. De Walton
@8# has given the formulation to calculatesT for longitudinal
wave incidence using the work of Ying and Truell@14# for the
diffusive regime.

Geometrical Scattering. Next set of calculations are per-
formed for a large sphere where the scattering is in the geometric
acoustic regime, i.e.,kr@1. Calculations are only performed for
that transverse wave which does not go through mode conversion
for simplicity @16#. Figure 3 shows the phenomenon of multiple
reflection and refraction of plane acoustic waves through a sphere
without mode conversion. For a geometrical scattererF(mp) will
be a summation series to account for multiple reflections and re-
fractions as shown in Fig. 3.F(mp) for electromagnetic waves is
given in Hottel@12# for the geometrical scattering case. The same
formula can be used for the geometrical acoustics without mode
conversion except the reflectivity will be the acoustic reflectivity.
F(mp) for this case will can be written as@12#

Fm~up!5
4~12R!2Rm21 cos~t!sin~t!

sin~up!U 2m sin~t!

~~cm /cp!22cos2~t!!1/222U (47)

wherecp andcm are speed of sound in the particle and the host
medium respectively,t is the angle of the incident wave as shown
in Fig. 3 andt8 is the angle of refraction as shown in Fig. 3, and
R is the reflectivity of the acoustic wave. The subscriptm denotes
the number of transmissions as shown in Fig. 3. The phase func-
tion is obtained by summing the phase function for all m and is
given by @12#

F~up!5

R1 (
m51

`

Fm~up!

E
0

pFR1 (
m51

`

Fm~up!G sin~up!dup

2

(48)

For total internal reflectionR51 which makesF51 from Eqs.
~47! and~48!. This shows that for the geometrical scattering case
isotropic assumption only holds for total internal reflection.

The series summation ofF @12# is easy but mathematically
cumbersome making the calculation of^F& very difficult. Van de
Hulst @11# provides an elegant method of calculating^F& for geo-
metrical scatterer for electro magnetic waves. The same formula
can be used for acoustic waves without mode conversion.^F& is
given by @11#

^F&5E
0

1 2R2~12cos2t8!1~12R!cos~2t22t8!

122R cos2t81R2 d~cos2 t!

(49)

R for plane wave incidence is given by@17#

R~t!5
4Z sin tA12@c cost#2

@sin t1ZA12@c cost#2#2
(50)

whereZ is the acoustic refractive index ratio of the particle and
host medium, andc is the ratio of speed of sound between the
particle and the host medium (cp /cm). Z is given by
(rpcp)/(rmcm) whererp and rm are the density of the particle
and the host medium respectively. The anglest andt8 are related
to each other by Snell’s law as

cost85c cost (51)

Using Eqs.~49!–~51!, ^F& can be easily calculated for different
values ofZ andc. Figure~4! shows the plot ofg for various values
of Z andc. Note thatg5^F& in the acoustically thick limit. Figure

Fig. 2 Polar plot of the phase function of an acoustically hard
Rayleigh sphere

Table 1 Mean free path. of an acoustically hard Rayleigh
sphere

Type of scattering g for Acoustically
Thick

g for Acoustically
Thin

Isotropic 0 0
Anisotropic 0.571 0.429

% error in m.f.p compared
to Isotropic scattering

133% 75%

Fig. 3 Schematic of the multiple reflection and refraction of
acoustic waves by a large sphere
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4 also shows thatg can be very different from 1 depending on the
values of Z and c. Figure 4 shows thatg can be negative or
positive. This means that m.f.p can larger or smaller than isotropic
m.f.p depending on the value ofZ andc. Figure 4 also shows that
g51 for Z51 and c51, i.e., for the case where there is no
acoustic mismatch between the particle and the host medium. This
also means that particles are same as the medium. For this case
the particles are not scatterers and therefore m.f.p due to the par-
ticle will be infinite. However if one uses the isotropic scattering,
i.e., transport cross sections is same as the scattering cross-section
to calculate the m.f.p, as proposed by Majumdar@1#, m.f.p will be
finite leading to wrong conclusions and the interpretations will not
be consistent. The formulation proposed in this manuscript re-
moves this discrepancy. The calculations have not been performed
for the acoustically thin case for large spheres as it involves the
calculation ofF but is conceptually simple as shown by Eq.~48!.
The calculations are conceptually very simple for this case and
one can utilize the formulation ofF given in @8#. For longitudinal
wave incidence and other transverse wave incidence, the phase
function formulation given by Eq.~48! is probably not valid.
However, it seems that in the geometrical scattering regime, for
the mode conversion case one can use numerical techniques given
in @16# and the methodology given in@12# to derive the no-mode
conversion case~Eq. ~48!!, for the calculation of phase function.
De Walton @8# has given the formulation for the calculation of
transport cross section for longitudinal wave incidence for all val-
ues ofkr but those formulations are valid only for the diffusive
transport regime.

6 Application of GEPRT
The isotropic assumption has been assumed to work well for

Rayleigh particles@1#. One of the main reasons that it has been
assumed to work well is because most of the work on phonon
transport do not deal with predictive modeling of thermal conduc-
tivity because the m.f.p of phonon is obtained from the bulk ther-
mal conductivity data by applying kinetic theory@1#. This m.f.p is
put back into EPRT for the calculation of thermal conductivity of
thin film structures@1#. For pure materials such as Silicon, the
atomic impurity scattering due to particle is anisotropic in nature
@3# but due to other major uncertainty such as the definition of
elastic properties for atomistic impurities it is assumed that the
scattering is isotropic@3#. The implications of the anisotropy and
asymmetrical scattering might not be serious for atomic scatterer
due to other unknowns, but due to the advent of nano technology
there will be situations where a proper understanding of the acous-
tic phase function and anisotropic scattering becomes very impor-
tant. The general direction of microscale heat transfer is to de-

velop predictive models for thermal conductivity@18# which will
require assessing the effect of anisotropic scattering by particles.

There are various situations where the asymmetric nature of
scattering will play a big role. Some of the technologies/situations
where the GEPRT will be needed to predict and infer the thermal
properties are: Nano composites, nanoparticle laden systems such
as nano fluids, carbon nanotube/nanofibres laden systems, thin
film thermoelectrics at low temperatures etc. Next paragraph
provides a brief discussion on usefulness of GEPRT for certain
situations.

For example if a composite is made out of ceramic and carbon
nanotube@19#, then at low temperatures thermal transport in the
carbon nanotube will be ballistic. This situation is similar to scat-
tering of EM waves by fibers, which is highly anisotropic and
asymmetrical@20#. Similarly for two phase systems containing
nano particles or colloidal particles such as nano fluids@21#, the
transport can be ballistic in the particles at low temperatures.
Some times transport properties such as thermal conductivity is
also used to estimate the size of nano particles by fitting the the-
oretical model with experimental data@8#. Understanding of the
anisotropy and asymmetry of the scattering by the particles will
play an important role in extracting the dimensions of the par-
ticles. The usefulness of GEPRT is that these complex situations
can be readily analyzed using existing work on radiation for these
complex situations. Researchers have also proposed the use of
nanowires imbedded in a solid media to reduce the thermal con-
ductivity of composites@22,23#. These composites can be used as
thermoelectric devices. Heat transfer in the nanowire will be bal-
listic at low temperatures and may be even at the room tempera-
ture and the scattering will be highly anisotropic and asymmetri-
cal. This paper also shows that m.f.p due to particle scattering
depends on the acoustic thickness of the medium where as it is a
common practice to assume that m.f.p obtained from bulk thermal
conductivity can be used to calculate the thermal conductivity
of thin samples@1#. This might lead to wrong conclusions and
interpretations.

Finally a phase function can also be defined for electron trans-
port. Following the same approach as phonons, the steady state
Boltzmann transport equation under the relaxation time approxi-
mation can be written as

n.¹Fv1a.
]Fv

]n
5Ku~Fv

0 2Fv!2KpFv

1
Kp

4p E
4p

F~V8→V!Fv~V8!dV8 (52)

Even for electronic transport the transport cross section for spheri-
cal scatterer is given by Eq.~35!, which essentially means the
solution of Eq.~52! in the diffusive regime.

Conclusions
In summary we have extended the equation of phonon radiative

transport under the relaxation time approximation for anisotropic
scattering by a particulate media. The strength of using the general
form is that any complicated situation such as nanotube or nano
particle laden two component system can be analyzed using
the existing solution techniques from radiation heat transfer litera-
ture. GEPRT is totally consistent with EPRT and the existing
transport theory. GEPRT also shows that m.f.p due to particles
depends on the acoustic thickness of the medium and one needs to
make sure that using bulk m.f.p is right or not for the acoustically
thin medium depending upon the situation. This paper also pro-
vides a simpler method to calculate the m.f.p of a geometrical
scatterer.

Fig. 4 Values of g for a large sphere acoustically thick regime
for various values of Z and c
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Nomenclature

a 5 acceleration of carriers~ms22!
ai 5 coefficient in Eq.~15!
B 5 Parameter in acoustically thin limits~Eq. 25!

cm 5 speed of sound in the medium~ms21!
cp 5 speed of sound in the particle~ms21!
c 5 ratio of speed of sound in the particle and the me-

dium
F 5 distribution function in Boltzmann Equation~Eq. 26

and 52!
f 5 scattering function
g 5 factor in Eq.~19!
I 5 phonon or photon Intensity~Wm22 sr21 s!
k 5 wave vector~m21!

k8 5 wave vector after scattering~m21!
Ke 5 extinction coefficient~m21!
Ke8 5 effective extinction coefficient~m21!
Kp 5 scattering coefficient due to particle scattering~m21!
Ku 5 scattering coefficient due to Umklapp scattering

~m21!
l 5 mean free path~m!

l eff8 5 effective mean free path~m!
l p 5 mean free path due to Particle scattering~m!
l p8 5 effective mean free path due to particles~m!
l u 5 mean free path due to Umklapp scattering~m!
m 5 number of reflections

m.f.p 5 mean free path
n 5 number of particles per unit volume~m23!

Pi 5 Legendre polynomial
R 5 reflectivity of acoustic waves
r 5 radius of particles~m!
T 5 temperature~K!
T 5 time ~s!
v 5 velocity of carriers~ms21!
w 5 scattering albedo
x 5 x direction
Z 5 acoustic refractive index

Greek

^F& 5 asymmetry factor
ds 5 differential scattering cross section~m2!
F 5 phase function
L i 5 transport scattering time~s!
V 5 solid angle~sr!
d 5 size parameter~Eq. 9!
m 5 direction cosine
r 5 density~kg m23!
s 5 scattering cross section~m2!

sT 5 transport cross section~m2!
t 5 angle of incidence

t8 5 angle of reflection
G 5 differential scattering probability~Eq. 28!
v 5 angular frequency~s21!

Superscript

0 5 equilibrium

Subscript

i 5 incoming
iso 5 isotropic scattering
m 5 medium
p 5 particle
v 5 denoted frequency dependence
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An Experimental Study on
Heat/Mass Transfer From a
Rectangular Cylinder
Local and average mass transfer rates from a rectangular cylinder having various width
to height ratios are measured using naphthalene sublimation technique, and influence of
flow characteristics on mass transfer is investigated. The experimental apparatus com-
prises a wind tunnel, a naphthalene casting facility and a sublimation depth measurement
system. Mass transfer data are compared with those of heat transfer which are obtained
using thermocouples in the constant heat flux boundary condition, and analogy between
heat and mass transfer is examined. The reasons for discrepancy in both transport values
are explained in detail.
@DOI: 10.1115/1.1603780#
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Introduction
The rectangular cylinder is one of the most interesting bluff

bodies in connection with long standing question of heat transfer
mechanism in the separating, reattaching and recirculating flow
region. The flow approaching to the cylinder stagnates and accel-
erates on the front face, separates and reattaches on the side faces,
and sheds vortices from the rear face. And the aerodynamic char-
acteristics vary drastically as the width to height ratio (c/d) of the
cross section of the cylinder increases. Bearman and Trueman@1#
measured the base pressure coefficient, drag coefficient and Strou-
hal number of rectangular cylinders having various width to
height ratio, and found a maximum value of drag whenc/d
50.62. Igarashi@2# carried out experimental investigations on the
characteristics of the flow around rectangular cylinders withc/d
50.124.0, and found distinct changes of flow patterns at two
critical values ofc/d50.67 and 2.8.

It is very important to understand how the complex flow around
a rectangular cylinder affect heat transfer. Igarashi@3–5# mea-
sured local heat transfer coefficient distribution around a square
cylinder and rectangular cylinders using thermocouples, and
found that heat transfer coefficients are closely related to the drag
coefficients. Ota and Kon@6# conducted heat transfer measure-
ments in the separated, reattached and redeveloped regions of two
dimensional air flow over flat plate with blunt leading edge, and
found that the separated shear layer play very important role on
heat transfer. In this study, naphthalene sublimation technique is
employed to measure detailed local mass transfer from a rectan-
gular cylinder, then measured mass transfer data are converted to
their counter part of heat transfer process by applying heat/mass
transfer analogy. Goldstein et al.@7# and Yoo et al.@8# measured
local mass transfer from a square cylinder and its base plate using
a naphthalene sublimation technique, and compared mass transfer
data with heat transfer data of Igarashi@3,4#. Average values of
heat and mass transfer are in good agreement with each other, but
local rates of mass transfer are much higher than those of heat
transfer when the separated flow reattaches to the side face of the
cylinder, which is compensated with the lower values in the rear
face @8#.

The first purpose of this study is to investigate how flow char-
acteristics influence the distribution of local mass transfer coeffi-
cients on each face of rectangular cylinders. The naphthalene sub-

limation technique is applied to obtain local mass transfer rates,
and width and height ratio of rectangular cylinder and inlet air
velocity are varied. The second purpose is to examine heat and
mass transfer analogy in the complex flow conditions. To do this,
mass transfer data are compared with those of heat transfer@5#
obtained with the same geometries and flow conditions.

Experimental Apparatus and Data Reduction

Experimental Apparatus. The experimental apparatus com-
prises a wind tunnel, a naphthalene casting facility and an auto-
mated sublimation depth measurement system. An open-circuit,
blowing-type wind tunnel is used, which has square test section of
300 mm wide3300 mm high. The air speed of the wind tunnel is
controlled by an inverter and the free-stream turbulence intensity
is less than 0.5 percent over the entire range of speeds. Air veloc-
ity is measured by pitot tube, and air temperature is measured by
RTD.

The automated sublimation depth measurement system consists
of a depth gage along with a signal conditioner, two stepper-
motors-drivenX-Y traversing table, a hardware unit for motor con-
trol, and data acquisition system. The depth gage used to measure
the naphthalene surface profile is a linear variable differential
transformer~hereafter LVDT!, which has60.254 mm~60.01 in!
linear range and 25.4 nm~1 m in! resolution. It is connected to a
signal conditioner which supplies current to the LVDT for excita-
tion, converts the AC signal output of the depth gage to a DC
voltage. For precise and automatic positioning of the LVDT on the
test-piece, LVDT and test-pieces are tightly mounted on anX-Y
traverse table, and two stepper motors move the table with 0.0254
mm ~0.001 in! per step. The data acquisition system equipped
with personal computer controls the movements of stepper-motors
and gets the measured data from the signal conditioner.

The test-piece is made of duralumin and machined with 1.5 mm
depth and 76 mm length to hold casting naphthalene as shown in
Fig. 1. The height of the cross-section of the rectangular cylinder
is taken as 20 mm and 30 mm, and width to height ratio (c/d) of
the test-pieces varied from 0.33 to 1.5 as described in Fig. 2. The
test-piece is installed vertically in the test section of the wind
tunnel. Free stream velocity in the test section is varied from 6 to
20 m/s, and corresponding Reynolds number based on d is 7.5
3103,Re,3.753104.

Data Reduction. Using the sublimation depth measurement
system, surface profiles are measured on each face of rectangular
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cylinder before and after the exposure in the wind tunnel. Then,
the mass transfer coefficients are determined from the following
equation:

hm5rsDt/rv,wDt (1)

wherers is the density of the solid naphthalene,rv,w is the naph-
thalene vapor density on the surface,Dt is the net sublimation
depth, andDt is the total exposure time in the wind tunnel. Total
naphthalene sublimation depth is calculated from the difference in

naphthalene surface elevations before and after the exposure in
the wind tunnel, and the excess sublimation due to natural con-
vection during the sublimation depth measurement period is sub-
tracted from the total sublimation. Approximately 0.05 mm naph-
thalene is sublimated during an hour run, but geometry change
due to sublimation does not affect flow condition. The empirical
equation of Ambrose et al.@9# is used to calculate the naphthalene
vapor pressure from the naphthalene surface temperature, which
equals to air temperature when steady state is reached. Naphtha-
lene vapor density on the surface is then evaluated using the ideal
gas law. The measured mass transfer coefficients are presented in
the dimensionless form, that is, in terms of Sherwood number,
defined as follows:

Sh5hmd/Di f f (2)

The height of the rectangular cylinder,d, is chosen as a charac-
teristic length, and the mass diffusion coefficient of naphthalene in
air, Di f f , is determined from Cho’s correlation@10#.

In accordance with uncertainty analysis recommended by Kline
and McClintock@11#, the estimated error of Sherwood number is
determined as follows:

DSh

Sh
5AS Drs

rs
D 2

1S DDt

Dt D 2

1S Drv,w

rv,w
D 2

1S DDt

Dt D 2

1S Dd

d D 2

1S DDi f f

Di f f
D 2

5A0.011210.02985210.04266210.00278210.001210.032 (3)

Three factors~uncertainties of LVDT, dislocation of measurement
point, natural convection of naphthalene during measurement! are
considered to estimate the uncertainty of sublimation depth, and
their errors are 0.00008/0.0350.0027, 0.02086/0.750.0298, and
0.004, respectively. The uncertainty of naphthalene vapor density
is determined from the uncertainties of naphthalene vapor pres-
sure (29.0530.4/30050.0386), universal gas constant~ignored!
and measured temperature (0.2/(3032293)50.018). Considering
the time to reach steady state in the wind tunnel,DDt/Dt becomes
10/3600. Measured sublimation depth is about 0.02–0.03 mm, so
Dd/d is 0.03/30. The measurement error for density of solid naph-
thalene and diffusivity of naphthalene to air is cited from Gold-
stein and Cho@12#. Therefore, overall uncertainty of Sherwood
number is estimated to be 6.11 percent.

Results and Discussion

Mass Transfer Distribution. The distributions of local Sher-
wood number for the rectangular cylinders withc/d50.33, 0.67,
1.0, 1,33 and 1.5 are shown in Fig. 3. Mass transfer coefficients

are measured at 19~with equal interval which depends onc
or d!311 ~with 8 mm interval in the spanwise direction! locations
on each surface of the rectangular cylinders, and averaged in the
spanwise direction. Dramatic variations of mass transfer coeffi-
cients are seen on each face of the cylinder, which are closely
related to the flow characteristics illustrated in Fig. 4@4#. On the
front face of the cylinder, the local Sherwood number has a mini-
mum at the center of the face, and increases gradually toward the
edges regardless of width to height ratio. This trend is in contrast
with that of circular cylinder, in which local transfer rates de-
creases from the stagnation point to separation. Flow in front of a
square cylinder stagnates at the center of the front face, and
accelerates toward the edges with decreasing boundary layer
thickness. On the other hand, flow in front of a circular cylinder
accelerates from the front stagnation point with increasing bound-
ary layer thickness. On the side faces, the local Sherwood number
has a minimum near the leading edge, and increases rapidly to-
ward the trailing edge due to active turbulent eddy motion which
is similar to that seen in the separated flow region of a circular
cylinder. The variation of the local Sherwood number is very simi-
lar to each other except forc/d50.33. After the separated flow
from the leading edge rolls up, it reattaches on the rear face,

Fig. 1 Schematic of testpiece

Fig. 2 Geometries of rectangular cylinder
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passes back around the trailing edge, and then reattaches on the
side face@4#. Local maximum in case ofc/d>0.67 is assumed to
be the reattachment point of back flow@13#, and mass transfer
decrease thereafter. But there is no such a phenomena atc/d
50.33, and flow characteristics around the rectangular cylinder
seems to be changed drastically at aboutc/d50.67, On the rear
face, the distribution of local Sherwood number looks like convex
shape forc/d50.33, ‘‘W’’ shape forc/d50.67 and 1.0, and con-
cave shape forc/d51.33 and 1.5. It is well known that vortices
formed in the vicinity of rear face shed alternately from a cylinder.

According to Igarashi@2#, the location of vortex formation moves
upstream with increasingc/d until c/d'0.7, and move down-
stream afterwards. Nakaguchi et al.@14# also reported that vortex
is formed closest to the rear face at aboutc/d50.6 and 0.7. The
change in shape of the local Sherwood number distribution is
closely related to the location of vortex formation. Two alternate
vortices impinge on the middle of rear face and move away from
the surface near the corner. Impingement leads to high mass trans-
fer, and relatively low mass transfer values are seen in the upwash
region of vortices. But vortices become less influential as thec/d

Fig. 3 Distribution of local Sherwood numbers on the rectangular cylinders: „a…c/dÄ0.33; „b…c/dÄ0.67; „c…c/dÄ1.0; „d… c/dÄ1.33;
and „e… c/dÄ1.5
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increases, so the distribution of local Sherwood number is almost
flat shape in case ofc/d51.33 and 1.5. It is interesting to note
that the Sherwood numbers of the rear face are higher than those
of front face, and the differences of Sherwood numbers between
front and rear face become smaller with increasingc/d.

Figure 5 shows the variations of average Sherwood numbers on
each face with Reynolds number. The Sherwood numbers on the
front face are correlated well with the relation Sh5C Re1/2 regard-
less ofc/d, which is usually applied to the heat transfer in the
laminar boundary layer flow. The Sherwood number on the side
face and rear face are agreed well with the relation Sh5C Re2/3

exceptc/d50.33. The slope in case ofc/d50.33 is less steep
than that of the others, and this is somewhat different from the
results of heat transfer measurement in which the exponentn is
taken to be 2/3 regardless ofc/d @5#.

The variation of average Sherwood number with height to
width ratio at the freestream velocity of 16 m/s is presented in Fig.
6. On the front face, average Sherwood numbers are almost same
exceptc/d51.5, in which characteristic length is shorter than the
others. On the contrary, distinct change of average Sherwood
numbers is seen atc/d50.67 on the side and rear faces. As ex-
plained before, the location of vortex formation is closest atc/d
50.67, and therefore mass transfer values are highest in this case.
As the c/d increases, the location of vortex formation moves
downstream and the Sherwood number decreases. It is coincident
with the fact that fluctuation pressure coefficients peak atc/d
50.67, and decrease rapidly with increasingc/d @1,5,14#. The
average Sherwood number on the rear face is much higher than
that of side face for all cases, and the reason is considered to be
that vortex shedding enhances heat transfer on the rear face.

HeatÕMass Transfer Analogy. The measured mass transfer
coefficients or Sherwood numbers are converted to their counter-
part of heat transfer process using the analogy equation. In gen-
eral, heat transfer data for the forced convective heat transfer pro-
cess can be expressed as follows:

Nu5C RemPrn (3)

A similar correlation can be adopted for the forced convective
mass transfer process as follows:

Sh5C RemScn (4)

Dividing Eq. ~3! by Eq. ~4! yields following heat and mass trans-
fer analogy relation.

Nu/Sh5~hd/k!/~hmd/Di f f !5~Pr/Sc!n (5)

Although exponentn varies depending on geometries and flow
conditions, 1/3 is usually used for external flows.

In Fig. 7, mass transfer data are compared with those of heat
transfer obtained in the same geometries and flow conditions. In

the heat transfer experiment@5#, the whole surface of the test
cylinder is covered with a stainless-steel sheet of 0.02 mm thick,
and temperatures on each face of a rectangular cylinder are mea-
sured using thermocouple under the condition of constant heat
flux. The Sherwood numbers obtained in the present study are
converted to the dimensionless heat transfer coefficients, Nusselt

Fig. 4 Sketch of assumed flow structure around a rectangular
cylinder

Fig. 5 Variation of average Sherwood number with Reynolds
number: „a… front face; „b… side face; and „c… rear face
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numbers, using heat/mass transfer analogy equation, Eq.~5!. The
variation trend and values of Nusselt number are similar each
other for all cases, but some differences are found if we take a
look at detailed distributions more closely. The distributions of
Nusselt numbers obtained by mass transfer experiment form para-
bolic shape on the front face, but those of heat transfer experiment
are shown to be rather flat than parabolic. According to Igarashi
@5#, two cases (c/d50.67 and 1.5!have a flat distribution and the
others have a parabolic shape. The parabolic shape distribution
seems to be reasonable taking into account flow patterns with
stagnation at the center of front face and acceleration toward the
corner. Heat transfer data are smoothed out due to conduction
error through stainless-steel foil and cylinder block, on the other
hand, mass transfer values near the corners seem to be overesti-
mated because casted naphthalene surface can possibly be eroded
by shear force of accelerated flow from the center toward the
corner. If the conduction effect in the heat transfer experiment and
mechanical erosion in the mass transfer measurement are consid-
ered, both results become closer@12#. In the rear face, mass trans-
fer distributions at the center have a convex shape due to impinge-
ment of counter-rotating vortices as mentioned previously, and
become flat as the width to height ratio increase. On the other
hand, heat transfer distributions are a nearly flat in most cases or
weakly parabolic shape in some cases. Heat transfer values are
higher than those of mass transfer, and the difference increases as
the velocity increases. Goldstein and Cho@12# report that, in the
wake region, heat and mass transfer data match with a lower
power ofn in the analogy equation, which means that the transfer
rate is less sensitive to Pr or Sc variation. This may be explained
by the fact that the good mixing with the aid of vortex shedding
and turbulent eddy motion in the rear face dominates molecular
diffusion represented by Pr or Sc. In the side face, quite different
distributions are seen between heat transfer and mass transfer at
c/d50.33, but variation patterns and values of transfer coeffi-
cients become closer as the width to height ratio increase. Rela-
tively slow variations of heat transfer rates may be due to conduc-
tion error, and lower values of mass transfer rates can be
explained by the small influence of Pr/Sc due to active turbulent
eddy motion in the separated region.

Average mass transfer coefficients on each face are also com-
pared with experimental results of heat transfer. As can be seen in
Fig. 8, transport coefficients for heat and mass transfer are almost
same regardless ofc/d in the front face. But in the side and rear
faces mass transfer values are smaller than those of heat transfer
for all c/d due to those reasons explained above in the comparison
of local values. Another reason for the lower values with mass
transfer measurement is dissimilarity in the boundary condition.

The constant-heat-flux boundary condition is applied for the heat
transfer measurement, but that for the mass transfer measurement
is a constant-density boundary condition which is equivalent to
constant-temperature boundary condition. In general, heat transfer
coefficients in the constant heat flux boundary condition are
higher than those in the constant temperature boundary condition
@15#. Another interesting things to note is that heat transfer corre-
lations for the side face are same for bothc/d50.33 and 0.67,

Fig. 6 Comparison of average Sherwood number on each face
at UÄ16 mÕs

Fig. 7 Comparison of local mass transfer data with those of
heat transfer: „a… c ÕdÄ0.33; „b… c ÕdÄ0.67; and „c… c ÕdÄ1.33
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while much lower values are seen in the case ofc/d50.33 than
c/d50.67 in the mass transfer. Considering different flow patterns
betweenc/d50.33 and 0.67, it is not expected to have the same
heat transfer correlation for both cases.

Conclusions
The local and average mass transfer from a rectangular cylinder

are investigated, and compared with those of heat transfer to ex-
amine heat and mass transfer analogy. A summary of the major
results is as follows:
1! Dramatic variations of local mass transfer coefficients are seen
on each face of the cylinder, which is closely related to the com-
plex flow phenomena such as stagnation, acceleration, separation,
reattachment, recirculation, and vortex shedding.
2! Average Sherwood numbers are correlated quite well with Re1/2

on the front face, and Re2/3 on the side and rear faces except
c/d50.33.
3! Distinct change of average Sherwood numbers is seen atc/d
50.67 on the side and rear faces, and position of vortex formation
seems to affect mass transfer.
4! Variation trends of local heat and mass transfer coefficients are
similar each other regardless of width and height ratio, but mass
transfer values are somewhat lower than those of heat transfer on
the side and rear faces.
5! The discrepancy between heat and mass transfer rates is attrib-
uted to the dissimilarity in the boundary condition, the effect of n
in the analogy equation, conduction error in the heat transfer mea-
surement, and mechanical erosion in the mass transfer experiment.
6! The heat/mass transfer analogy for a rectangular cylinder is
valid in average sense, but careful insight is needed for local
values when precision is desired.

Nomenclature

c 5 width of rectangular cylinder
d 5 height of rectangular cylinder

D iff 5 mass diffusion coefficient of naphthalene vapor into
air

h 5 heat transfer coefficient
hm 5 mass transfer coefficient

k 5 thermal conductivity
m 5 exponent of Reynolds number in the empirical con-

vective heat/mass transfer correlation
n 5 exponent in the heat/mass transfer analogy equation

Nu 5 Nusselt number
Pr 5 Prandtl number
Prt 5 turbulent Prandtl number
Re 5 Reynolds number
Sc 5 Schmidt number
Sct 5 turbulent Schmidt number
Sh 5 Sherwood number
U 5 free stream velocity in the wind tunnel
rs 5 density of solid naphthalene

rv,w 5 naphthalene vapor density on the surface
Dt 5 total exposure time in the wind tunnel
Dt 5 net sublimation depth of naphthalene
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Thermal Resistance of Particle
Laden Polymeric Thermal
Interface Materials
Particle laden polymers are one of the most prominent thermal interface materials (TIM)
used in electronics cooling. Most of the research has primarily dealt with the understand-
ing of the thermal conductivity of these types of TIMs. For thermal design, reduction of
the thermal resistance is the end goal. Thermal resistance is not only dependent on the
thermal conductivity, but also on the bond line thickness (BLT) of these TIMs. It is not
clear which material property(s) of these particle laden TIMs affects the BLT and even-
tually the thermal resistance. This paper introduces a rheology based semiempirical
model for the prediction of the BLT of these TIMs. BLT depends on the yield stress of the
particle laden polymer and the applied pressure. The BLT model combined with the
thermal conductivity model can be used for modeling the thermal resistance of these TIMs
for factors such as particle volume faction, particle shape, base polymer viscosity, etc.
This paper shows that there exists an optimal filler volume fraction at which thermal
resistance is minimum. Finally this paper develops design rules for the optimization of
thermal resistance for particle laden TIMs.@DOI: 10.1115/1.1621893#

Keywords: Contact Resistance, Heat Transfer, Interface, Rheological, Thermophysical

Introduction

Particle-laden polymeric thermal interface materials~TIM! are
one of the most commonly used thermal interface materials in
microprocessor cooling@1,2#. The thermal conductivity of these
particle-laden TIMs is typically enhanced by increasing the vol-
ume fraction of the conductive particles in the polymer matrix.
Increasing the volume fraction of these particles affects not only
the thermal conductivity but also other properties, such as the
viscosity and the minimum bond line thickness~BLT! achieved by
the TIM @3,4#. Few studies have shown that, like thermal conduc-
tivity, BLT also increases with increasing particle volume fraction
@5,6#. It has been shown that after certain volume fraction of the
particles, the thermal resistance starts to increase in spite of in-
creasing thermal conductivity@4#. Additionally, this may affect the
contact resistance between the TIM and the adjoining substrates
@6,7#.

A common assumption for modeling the thermal resistance of
interstitial TIM is that both the substrates touch each other@7,8#.
This is a good assumption as long as these TIMs are not filled
with particles, as the pure interstitial polymer, such as silicone, or
fluid, such as air, will behave like pure fluid and will fill the
cavities formed by roughness of the two substrates. However, if
the TIMs are loaded with solid particles to increase the thermal
conductivity of the polymers, then the two substrates will not
touch each other as shown in Fig. 1. This type of model has been
recently proposed by Prasher@1#, Prasher et al.@5,6#, Gwinn and
Webb@2#, Zhou and Goodson@9# and Campbell et al.@10#. In the
past, Fletcher@11# considered a case similar to that shown in Fig.
1 but never made an attempt at separating the bulk resistance from
the contact resistance of the TIMs.

The effective thermal resistance,R at the interface after insert-
ing a TIM between the solid surfaces will have two components:
the bulk resistance (Rbulk) of the TIM arising from its finite ther-
mal conductivity, and contact resistance,Rc between the TIM and
the adjoining solids as shown in Fig. 1.R is given by

R5
BLT

kTIM
1Rc1

1Rc2
(1)

Equation~1! shows that the thermal resistance is not only depen-
dent on the thermal conductivity, but also on the BLT. Therefore
to understand the impact of increasing the particle volume frac-
tion, it is very important to understand its impact on the BLT.
Similarly, the contact resistance of the TIM with the adjoining
substrate may also be affected by the particle volume fraction, as
it is not only dependent on the thermal conductivity, but also on
the mechanical response of the material@6# with respect to pres-
sure, which decides the ratio of nominal area of contact and real
area of contact of the TIM with the substrate@6#.

The BLT of a particle laden TIM should depend on the rheology
of the particle laden TIM. The rheology of a polymer system is
characterized by various properties such as viscosity, elastic
modulus, loss modulus and yield stress@12#.

This paper deals with the rheological measurements of particle
laden polymers~PLP! which are then used to model the BLT of
PLP. Thermal conductivity and the bulk resistance of various PLP
TIMs are also measured. Finally, this paper introduces a semi-
empirical model for the prediction of the bulk resistance of a PLP
TIM. This empirical model is used to define design rules for the
formulation of PLP TIMs. This paper does not deal with the mod-
eling of the contact resistance of these types of TIMs. Modeling of
the contact resistance of PLP will be discussed briefly in this
paper.

Experimental Program

The experimental program consisted of the measurement of the
following parameters:
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1. Viscosity versus strain rate
2. Yield stress from viscosity versus shear stress data
3. BLT
4. Thermal conductivity
5. Bulk thermal resistance

Nine experimental formulations of silicone based thermal
greases by Lord Corp. were used in this study. These nine formu-
lations consisted of three silicone oil polymer matrices with dif-
ferent viscosities; each silicone oil was loaded with three different
volume fractions of aluminum particles with 40 percent, 50 per-
cent, and 60 percent volume fraction. Rheological measurements
were also performed on commercially available Shin Etsu G751
thermal grease@2# and an olefin phase change material~PCM!.
Both Shin Etsu G751 and PCM are also PLP. Description of Shin
Etshu G751 filler is given in@2#. The PCM used in this study was
an olefin based aluminum filled PLP. The experimental program is
shown in Table 1. All measurements listed above were not carried
out for all the materials, for reasons listed in later sections.

Sample Preparation. Thermally conductive greases are con-
ceptually very simple materials. One takes highly conductive filler
and mixes it in an organic fluid at high loading and produces a
paste with grease-like consistency. In this work, spherical alumi-
num was mixed into three different silicone oils. The size distri-
bution of the aluminum fillers was measured by laser light scat-
tering. The average particle size is 7.9mm. Commercial thermal
greases often contain coupling agents and surfactants to aid in the

wetting of the filler, increase the ultimate loading and prevent
re-agglomerization of the fillers. The grease suppliers~Lord Cor-
poration!hold the exact nature of these coupling agents and sur-
factants confidential.

The silicone oil used was polydimethylsiloxane fluid of three
viscosities. The three base silicone oils used in this study are
referred to as A, B, and C in this manuscript. The shear rate
dependence of viscosity of the unfilled silicone oil A is shown in
Fig. 2 and can be seen to be Newtonian. Data for the Silicone oil
B and C are not shown in this manuscript for brevity.

Compounding of the thermal greases can be accomplished in
several styles of mixers. The more common mixer types are the
planetary, spiral and double planetary. The thermal greases used in
this study were prepared in a lab-scale double planetary mixer
manufactured by Charles Ross and Son.

Rheological Measurements
Rheological measurements were performed at 50°C on both

strain controlled~Rheometric Scientific RDA II! and stress con-
trolled ~Rheometric Scientific SR 5! rheometers. The dynamic vis-
cosity of the materials was measured using the RDA with parallel
plate geometry~25 mm diameter and 1.0 mm gap! at 15 percent
strain. The frequency was varied from 0.1 to 100 rad s21 in the
dynamic viscosity test. The yield stress was measured using the
SR 5 with a parallel plate geometry~25 mm diameter and 1.0 mm
gap!. A stress sweep test was conducted from the stress, which
gave about 25 s21 shear rate for each material, down to the stress
at which material ceased flow. The stress at which the material
stopped flow was taken as the yield stress. It usually happened
with a shear rate less than 0.001 s21 for each material.

Figure 2 shows the results on the viscosity of the silicone oil A
for various strain rates. It can be seen from Fig. 2 that silicone oil

Fig. 1 Schematic of various resistance components of a TIM

Fig. 2 Viscosity versus strain rate for silicone A

Fig. 3 Viscosity versus shear stress to obtain yield stress of
silicone A

Table 1 Experimental plan

TIM Yield Stress Viscosity BLT
Thermal

conductivity

Silicone A w/40%,
50%, 60% particle
volume fraction

Yes Yes Yes Yes

Silicone B w/40%,
50%, 60% particle
volume fraction

Yes Yes Only for 60%
and 50%

No

Silicone C w/40%,
50%, 60% particle
volume fraction

Yes Yes Only for 60% No

PCM Yes No Yes No
G751 Yes No Yes No
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is Newtonian, whereas the particle laden silicone oils are all non-
Newtonian in behavior. This type of behavior is very common for
particle laden polymers@12#. Zhou and Goodson@9# derived a
model for the BLT of particle laden systems assuming Newtonian
behavior which is probably valid only under very light loading of
particles ~,10 percent! @12#, whereas particle laden TIMs are
loaded way above the percolation threshold~.30 percent! @13#.
Therefore any model to predict the BLT has to take the highly
non-Newtonian behavior of these particles into account. Figure 2
also shows that viscosity increases with increasing particle vol-
ume fraction at all strain rates. Data for silicones B and C are not
shown for brevity.

Particle laden polymers not only have a strain rate dependent
viscosity, but also possess yield stress. Barnes@14# provides a
very good review of yield stress of polymers. Yield stress is the
stress at which the polymer starts to flow if the polymer is stressed
from lower to higher values in a stress sweep test. In this study,
these polymers were subjected to higher to lower stress sweep.
Yield stress is defined at the stress where the material ceases to
flow or alternatively the viscosity reaches a maximum. Figure 3
shows the yield stress measurement for silicon oil A. Data for oils
B and C are not shown again for brevity. The presence of yield
stress and strain rate dependent viscosity indicates that these par-
ticle laden TIMs are non-Newtonian.

Table 2 shows the yield stress for various TIM formulations.
Yield stress increases with increasing particle volume fraction.
Yield stress also increases with increasing base silicone oil vis-
cosity. Increase of yield stress with particle volume fraction and
base polymer viscosity is a very common phenomenon@12#. The
yield stress of G751 was 140 Pa and PCM was 89.3 Pa.

BLT and Thermal Measurement
The bond line thickness~BLT! and the thermal conductivity of

the material under test was measured using a thermal interface
material testing system that is based on the ASTM D 5470 stan-
dard. The measurement system is shown in Fig. 4. The system
consists of four main components: a mechanical loading fixture,
heating block, cooling block, and a laser extensometer to measure
the BLT. The mechanical loading fixture allows the user to apply
a controllable load using a hydraulic ram. A load cell continuously
monitors the applied load and the PID controller adjusts the hy-
draulic ram force to maintain the desired load set point. During
typical operation when the thermal resistance or the thermal con-
ductivity of the material is of interest, a heating block, which
incorporates cartridge heaters, applies a heat flux to a cylindrical
copper rod. The heat travels through the copper rod, thermal in-
terface material, and into a corresponding cylindrical copper rod
which is clamped in a cooling block. A recirculating refrigerated
bath pumps fluid through the cooling block to remove the heat
from the copper rods. The bath temperature can be adjusted to
control the interface material temperature during the test. A laser
extensometer measures the BLT of the interface material. The la-
ser extensometer operates by sensing reflections from retro-
reflective tape strips applied to the heating and cooling rods. The
strips are located 2.5 mm from the end of each rod. These strips
function as targets and the laser extensometer, via the scanning
laser beam, determines the distance between the selected edges of
the targets. The repeatability of the extensometer is61 mm and
has a resolution of 1mm. The BLT of the material is determined
through a two-step process. The first step is to apply a 345 MPa
load between the copper rods without an interface material and
measure the distance between the targets. This value is deemed
the reference BLT. The second step is to remove the load, separate
the copper rods, apply the interface material to the surface of the
cooling rod, and apply the desired pressure. The laser extensom-
eter once again measures the distance between the two targets to
determine the final BLT. The interface material BLT is then cal-
culated by subtracting the reference BLT from the final BLT. The
r.m.s roughness of the heating and cooling rods was 1mm. Figure
5 shows the BLT measurement of silicone A for different pressure.
Figure 5 shows that BLT increases with increasing particle vol-
ume fraction. BLT was not measured for 40 percent silicone B and
40 percent and 50 percent silicone C. Due to the low yield stress
~Table 2! of these materials, BLT was very thin, leading to a
greater uncertainty in the experimental data.

Thermal conductivity was measured for silicone A only. This
measurement was performed for qualitative validation of the mod-
eling conclusions~to be discussed later!. Thermal conductivity of
silicone A for various volume fraction is shown in Table 2. For
thermal conductivity measurement the system was operated in the
BLT control mode so that system attains only specified BLTs.

Fig. 4 Experimental apparatus for the measurement of BLT
and k

Table 2 Parameters and properties of various TIM formulations

Particle
volume
fraction

Silicone A ~5.16 N s m22! Silicone B ~0.52 N s m22! Silicone C~0.25 N s m22!

k ~Thermal
conductivity!
~W m21 K21! K n

ty
~N m22! K n

ty
~N m22! K n

ty
~N m22!

40% 0.700 74.10 0.747 1.8 6.10 0.81 0.9 9.70 0.522 0.3
50% 1.100 161.41 0.660 9.9 114.56 0.35 5.9 40.36 0.378 4.1
60% 1.225 444.21 0.496 55.2 453.45 0.20 14.2 305.13 0.213 6.2
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Thermal resistance was measured at three different BLT and ther-
mal conductivity was obtained from the inverse of the slope of the
thermal resistance versus BLT measurement. Thermal resistance
was also measured for two different pressures~20 and 90 PSI!to
validate the modeling conclusions in this paper.

The error in the measurement of the thermal resistance was 7
31027 K m2 W21. The details of the error analysis on thermal
measurement are given in@5,6#. The error in thermal conductivity
measurement is calculated by using Eq.~1!. Since thermal con-

ductivity is the slope of the BLT versus thermal resistance curve,
which is a straight line, thermal conductivity can be written as

kTIM5
BLT12BLT2

R12R2
(2)

where BLT1 and BLT2 are successive BLT readings andR1 and
R2 are successive thermal resistance measurements. Using Eq.~2!
error in kTIM is given by@1#

DkTIM

kTIM
5AS DBLT1

BLT12BLT2
D 2

1S DBLT2

BLT12BLT2
D 2

1S R1

R12R2
D 2

1S R2

R12R2
D 2

(3)

where the symbolD represents the error in the respective vari-
ables. Since three R versus BLT readings were taken, the error
calculation was done by taking pairs out of three readings, i.e.,
three error assessments were done. For all the three conductivity
measurements the worst case error was less than three percent.
Note thatDBLT was taken as 1mm as mentioned earlier. The
error in kTIM is very small because of very small error in BLT
measurement.

Rheological Models for Particle Laden Polymers
Careful review of polymer rheology literature reveals@12# that

there are primarily four types of constitutive models which are
used to explain the rheological behavior of polymers. These mod-
els are Newtonian fluid, Power Law fluid, Bingham fluid and
Herschel-Bulkley fluid~H-B!. The constitutive equations for these
different fluids are shown in Table 3. Since all the particle laden

TIMs considered in this study have a well defined yield stress, it
can be concluded that neither the Newtonian nor the Power Law
fluid model will fit the viscosity versus strain rate data. Therefore
the question is whether these fluids behave like Bingham fluids or
H-B fluid. Figure 2 shows that the H-B model fits well with the
viscosity data, indicating that these fluids behave like H-B fluids.
This type of behavior has been seen for other PLP systems@12#.
The values ofK ~consistency index!andn ~power law index!for
all these TIMs obtained from the curve fit of experimental data are
shown in Table 2. Table 2 shows that values ofK andty increase
with increasing volume fraction for all three silicone oils. This
type of behavior is commonly observed for particle laden poly-
mers @12#. Value of n decreases with increasing particle volume
fraction. This basically indicates the deviation from Newtonian
behavior because for Newtonian fluid with yield stress~Bingham
fluid!, n is 1. Therefore it is not surprising that increasing particle
volume fraction leads to more deviation from the Newtonian
behavior.

Modeling of BLT
Any model which captures the dependence of the BLT on vari-

ous parameters such as particle volume fraction and pressure has
to comprehend the following:

1. BLT of these TIMs changes with time once pressure is ap-
plied.

2. BLT reaches a constant value after some time~steady state
BLT!. This final BLT is different for different pressures.

3. BLT is not the same as the particle size.
BLT increases with increasing particle volume fraction@5,6#.

This paper only focuses on the steady state BLT as it has more
practical relevance. Prasher et al.@15# have discussed the model-
ing of the transient part of the BLT.

The BLT can be modeled for two conditions:~1! constant radius
of the TIM ~TIM radius is same as substrate radius!, i.e., after
squeezing the extra TIM flows out~close to actual application!;
and~2! constant volume, i.e., squeezed TIM radius is smaller than
the radius of the substrate. Wherever relevant, we will discuss
both cases. Some of the assumptions invoked for the modeling of
the BLT are:

1. Lubrication assumption:h/D!1; whereD is the diameter of
the substrate. This is a very reasonable assumption as the
thickness of these TIMs are of the order of 50mm or lower,
which is much smaller than the silicon chip size.

2. No-slip boundary condition.
3. Negligible inertial forces.

Newtonian Fluids. For constant radius, the thickness of the
film ~h! between the two substrates is given by@16#,

Fig. 5 BLT versus pressure for silicone A

Table 3 Constitutive equation and steady state BLT for vari-
ous fluids

Types of fluids
Constitutive Equation

~viscosity!
Steady State

BLT Notes

Newtonian
Fluid

h5constant BLT50 h5viscosity

Power law
fluid

hp5K(ġ)n21 BLT50 K5consistency
index, n5power

law index,ġ
5strain rate,

p5power law,

Bingham fluid hBI5
ty

ġ
1constant BLT5constant ty5yield stress,

BI5Bingham

Herschel-
Bulkely fluid hH-B5

ty

ġ
1K~ġ!n21 BLT5constant H-B5Herschel-

Bulkely
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h5
1

A 4p

3phr 2
t1

1

hi
2

(4)

where p is the pressure,t the elapsed time,r the radius of the
plate, andhi is the initial thickness of the polymer. Equation~4!
clearly shows that the thickness of the film will go to zero after
some time, which leads to a zero steady state thickness. This was
the model proposed by Zhou and Goodson@9#. They also pointed
out that their model will lead to zero thickness, which is physi-
cally unrealistic as all particle laden TIMs have well defined con-
stant BLTs for different pressures@2,5#. Zero thickness at steady
state from this model is not surprising as it assumes the TIMs to
behave like pure liquid.

Power Law Fluid. For constant radius, h is given by@17#

h5Fhi
2~ l 11/n!1S 11

1

nDBtG ~2n/11n!

(5)

whereB is a function ofr, p, andn @17#. Equation~5! shows that
even for the Power Law fluid steady state thickness, i.e., thickness
at large times, will be zero. Therefore, the Power Law fluid model
can not be used to model the BLT.

Bingham Fluid. For Bingham fluid, the limiting steady state
thickness,hL , for constant radius is given by@18#

hL5
2

3
r S ty

P D (6)

The Bingham model leads to constant thickness that is only a
function of pressure and the yield stress.

The steady-state thickness for the constant volume is given by
@18#,

hL5
2V3/5

3p1/5 S ty

F D 0.4

(7)

whereF is the applied force, andV is the volume of the TIM.

Herschel-Bulkley Fluid. For H-B fluid, the limiting steady
state BLT is given by@18#

hL5
2

3
r S ty

p D (8)

Therefore, the steady state thickness of the H-B fluid and Bing-
ham fluid are the same.

Both Bingham and H-B fluid models give a finite steady state
thickness of the TIM, which seems more realistic. The steady state
BLT is given by Eq.~8!. Equation~8! shows that the final steady
state BLT only depends on the yield stress of the polymer and the
pressure. It does not depend on the viscosity or the power index.
The viscosity and the Power Law index are only detrimental in the
time required to reach steady state@15#. Therefore for modeling
the steady state BLT which is of much greater importance than the
time dependent part, one only needs to measure the yield stress.

Figure 6 shows the comparison of the BLT model with the
experimental data. Figure 6 clearly shows that the model under
predicts the BLT by a huge margin. There are various reasons for
the failure of this model. Many research groups, for applications
ranging from food science to toothpaste@18,19# and for under-
standing the behavior of yield stress fluid under squeeze@20#,
have used Eq.~8! to find out either the yield stress of semi-liquids
or the final thickness achieved by the yield-stress fluid for various
pressures. A survey of literature dealing with the squeeze of yield
stress fluid@18–20# indicates that the pressures applied in these
studies were extremely low. Typically these pressures are below 3
psi or 20 k Pa in these studies. In typical electronics cooling

applications, the pressure is of the order of 25 psi~172 k Pa! or
more, which is much higher than the pressures under which Eq.
~8! has been validated.

For pressures higher than 20 k Pa, experimental data by Meeten
@20# showed that thickness does not obey Eq.~8! with respect to
force or pressure, but obeys the constant volume type relation as
given by Eq.~7!. In a very simple model, Meeten@20# assumed
that at higher pressures the polymer consisted of well separated
regions of high yield stress leading to the failure of Eq.~8!, which
assumes one continuous phase. Meeten@20# assumed that there
are j regions, each with volume v, between the plates. In that case,
if V in Eq. ~5! is replaced byj v, thenh will be given by

hL5
2p1/5~ j v !3/5r 4/5

3 S ty

P D 0.4

(9)

For highly concentrated suspensions at pressures higher than 20 k
Pa, we replace Eq.~7! by

hL5CS ty

P D m

(10)

whereC andm are empirical constants. There are various reasons
for the failure of the analytical model. For highly concentrated
suspension or at high pressure, PLP can not be simply described
by assuming a single phase@20,21#due to various reasons such as

1. Flocculation of particles@22#
2. High pressure resulting in plates directly touching the par-

ticles @21#
3. Phase migration during squeeze experiments@20#

Therefore Eq.~8! fails to match the experimental data; however
the semi-empirical model given by Eq.~10! matches the data very
well for all the eight materials considered as shown in Fig. 6. The
values of C and m obtained from the experimental fit are 1.31
31024 m and 0.166, respectively. Low value ofm clearly indi-
cates that pressure does not have a very pronounced effect on the
BLT. Note that in this study the particle volume fraction of the
TIMs is always above the percolation threshold, which is around
30 percent@13#. We have performed our experiments in the pres-
sure range varying from 10 psi~68940 Pa!to 200 psi~1378800
pa!, which covers the range of pressures for electronics cooling
application. Therefore this correlation is strictly valid for particle
volume fraction above the percolation threshold and in the pres-
sure range studied in this paper.

Fig. 6 BLT versus p Õty for various TIM
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Dependence of Bulk Thermal Resistance on Particle
Volume Fraction

The bulk thermal resistance of the TIM is given by,

Rbulk5
BLT

kTIM
(11)

Using Eq.~10! Rbulk can be written as

Rbulk5
1

kTIM
CS ty

p D m

(12)

ty depends on particle volume fraction~f! as shown by the ex-
perimental data in Table 2. If electrostatic interaction@12# is as-
sumed to be negligible compared to the Van der walls interaction
in the particle laden polymer, thenty can be expressed as@12#

ty5AF 1

~fm /f!1/321
G 2

(13)

where A is constant, andfm is the maximum particle volume
fraction. Equation~13! can also be written as

t85
ty

A
5F 1

~fm /f!1/321
G 2

(14)

wheret8 is the dimensionless yield stress. Usingt8 Eq. ~12! can
be written as

Rbulkp
m

CAm
5

t8m

kTIM
(15)

Thermal conductivity of the particle laden system also depends on
f. There are various analytical models available in the literature
@23#. For spherical particles, one of the most prominent models is
the Maxwell model@24#. This model matches the data for spheri-
cal particlesf up to 30–35 percent@25#. After that, percolation
phenomenon takes over@25#. Maxwell’s model can not be used to
predict the thermal conductivity for higher volume fraction due to
the assumptions built into it@24#. Every et al.@26# developed a
model which they called modified Bruggeman model to predict
the thermal conductivity of two component systems. In this paper
we use modified Bruggeman model developed by Every et al.@26#
due its ability to predict thermal conductivity from low to high
volume fraction and also because it includes the effect of the
interface resistance between the filler and the matrix on the effec-
tive thermal conductivity of composites. We also make the as-
sumption thatkf /km@1, wherekf is the filler conductivity and the
km is the matrix conductivity. This is a very good assumption
considering that polymers have very low conductivity and the
fillers have very high conductivity~aluminum in this study!.
Modified Bruggeman model@26# for kf /km@1 is given by

kTIM

km
5

1

~12f!3~12a!/~112a!
(16)

wherea is the Biot number and is given as

a5
Rbkm

d
(17)

where Rb is the interface resistance between the filler and the
particle, andd is the diameter of the particle. Figure 7 shows the
comparison of the model with the thermal conductivity data for
Silicon A ~Table 2!. Thermal conductivity of silicone was assumed
to be 0.2 W/mK@5,6#. Figure 7 shows that model matches very
well with 40 percent and 50 percent volume fraction witha50.06
and for 60 percent volume fraction witha50.15. This suggests
that interface resistance for 60 percent sample is higher than 40
percent and 50 percent samples.Rb could arise because of imper-
fect mixing of the particle with the polymer matrix, or due to

phonon acoustic mismatch@27#, or a combination of both. Prasher
et al. @27# have shown that the contribution due to phonon acous-
tic mismatch at room temperatures or higher is important only
when the thermal conductivity of both the materials is very high.
In the present case, it is safe to assume theRb is arising from
imperfect wetting or mixing of the filler particles with the silicon
oil, as the thermal conductivity of silicon oil is very low. There-
fore the phonon acoustic mismatch component is very low at
room temperatures. The reason for higherRb for 60 percent vol-
ume fraction could be due to difficulty in wetting the surface of
the particle with the silicone oil as the volume fraction is so high.

Figure 8 shows the plot of Eq.~15! versus different particle

Fig. 7 Thermal conductivity of silicone A sample

Fig. 8 Modeling results of thermal resistance versus particle
volume fraction

Fig. 9 Experimental results for resistance versus particle vol-
ume fraction
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volume fraction for different value ofa. Figure 8 shows thatRbulk
reaches a minima in the high volume fraction range fora,0.4.
Therefore there exists an optimal loading after which the thermal
resistance will increase in spite of increasing thermal conductivity.
Figure 8 also shows that depending on the interface resistance
between the particle and the matrix, the location ofRbulk minima
might shift and after a critical interface resistance there might be
no Rbulk minima.

Figure 9 shows Rbulk for two different pressures for silicone A.
Figure 9 shows thatRbulk decreases fromf50.4 to f50.5 and
then increases forf50.6. This validates the modeling conclusion.
It is not possible to find out exactly where the minima is, as we
did not have a large number of particle volume fractions available
betweenf50.5 andf50.6. This type of behavior of thermal
resistance was also observed by Xu et al.@4#.

Discussion on the Contact Resistance
Various authors@1,8,9#have modeled the contact resistance of

these types of TIMs, assuming them to behave like a pure liquid.
Some groups have considered incomplete wetting of the interface
between the TIM and the substrate@1,9# and other groups have
considered complete wetting of the interface@8#. However this
study suggests that a pure liquid model is not good enough for the
modeling of the contact resistance of PLP, due to the presence of
the yield stress. Intuitively speaking, the area covered by the PLP
in the valleys of the interface as shown Fig. 1 will eventually
depend on the pressure and yield stress. This relation could be
somewhat similar to that obtained for bare metallic contacts where
the contact resistance depends on the pressure and the hardness of
the softer material. For PLP, TIMs probably hardness will have to
be replaced by the yield stress.

Conclusion
This paper introduces a rheology based semi-empirical model

for the prediction of the BLT of PLP TIMs. PLP TIMs are non-
Newtonian and behave like Herschel-Bulkely fluid. They possess
yield stress, which increases with increasing particle volume frac-
tion. BLT is only a function of the pressure and the yield stress.
This paper demonstrates both theoretically and experimentally the
existence of resistance minima with respect to particle volume
fraction. The metric for the comparison of one TIM from another
is kTIM /ty

m . TIM which gives the maximum value of this param-
eter is the best TIM.
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Nomenclature

A 5 constant in Eq.~11!
B 5 function in Eq.~3!

BLT 5 bondline thickness~m!
C 5 empirical constant in Eq.~8! ~m!
D 5 particle diameter~m!
h 5 thickness~m!

hi 5 thickness~m!
hL 5 steady state thickness~m!
K 5 consistency index
k 5 thermal conductivity~W m21 K21!

m 5 empirical constant in Eq.~8!
n 5 power law index
p 5 pressure~N m22!

PLP 5 Particle Laden Polymer
r 5 radius~m!
R 5 thermal resistance~K m2 W21!

Rbulk 5 bulk thermal resistance~K m2 W21!

Rb 5 thermal interface resistance between the particles and
the matrix~K m2 W21!

Rc 5 contact resistance~K m2 W21!
t 5 time ~s!

TIM 5 Thermal Interface Material
V 5 volume in Eq.~9! ~m3!

Greek

a 5 Biot number
f 5 particle volume fraction

fm 5 maximum volume fraction
h 5 viscosity ~N s m22!

ty 5 yield stress~N m22!
t8 5 dimensionless yield stress

Subscript

1, 2 5 side 1 and 2
f 5 filler

m 5 matrix
percolation5 at percolation threshold
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This work addresses unsteady heat conduction in a plane wall
subjected to a time-variable incident heat flux. Three different
types of flux are studied (sinusoidal, triangular and step wave-
forms) and constant thermal properties are assumed for simplicity.
First, the direct heat conduction problem is solved using the Net-
work Simulation Method (NSM) and the collection of tempera-
tures obtained at given instants is modified by introducing a ran-
dom error. The resulting temperatures act as the input data for the
inverse problem, which is also solved by a sequential approach
using the NSM in a simple way. The solution is a continuous
piece-wise function obtained step by step by minimizing the clas-
sical functional that compares the above input data with those
obtained from the solution of the inverse problem. No prior infor-
mation is used for the functional forms of the unknown heat flux.
A piece-wise linear stretches of variable slope and length is used
for each of the stretches of the solution. The sensitivity of the
functional versus the slope of the line, at each step, is acceptable
and the complete piece-wise solution is very close to the exact
incident heat flux in all of the mentioned waveforms.
@DOI: 10.1115/1.1597614#

Keywords: Heat Transfer, Inverse, Transient

1 Introduction
An important type of inverse heat conduction problem~IHCP!

deals with the estimation of the time-variable incident heat flux at
the surface of a slab, when the temperature history at a particular
location in the slab is known. Since errors are always present in
the measured temperatures to some extent, the unsteady heat flux
cannot be determined exactly.

The pioneering works on this subject are those of Stolz@1#,
Shumakov@2#, Sparrow et al.@3# and Beck@4#, about four de-
cades ago. Beck’s paper@4# is an important contribution that em-
phasises the calculation of surface heat flux. Since then, more than
400 papers have been written on the IHCP to date, or closely
related ‘‘ill-posed’’ problems. An extensive research bibliography,
which includes references to the exact and approximate methods
commonly used in this kind of problem, can be found in Beck
et al.@5#, a book that contains the fundamental concepts of inverse
conduction and an extensive survey. Other papers that deal with
the heat flux calculations under different assumptions are those
written by Kurpisz@6#, Huang and O¨ zisik @7# and Park and Chung
@8#.

The present work addresses the unsteady IHCP in a plane wall
with a time-variable incident heat flux. Three types of prescribed
flux are studied in addition to constant flux: sinusoidal, triangular
and step waveforms. The numerical solution is obtained by means
of the Network Simulation Method~NSM!. For simplicity, con-
stant thermal properties are assumed.

The NSM has already been successfully used to solve linear
and non-linear problems in heat transfer and in other areas of
engineering~González-Ferna´ndez et al. @9# and Alhama et al.
@10#!.

The input data for the IHCP are obtained from the solution of
the direct heat transfer problem~DHCP!, which is also solved
numerically by means of the NSM. The solution for the tempera-
ture history at a point is recorded from the DHCP. The collection
of temperatures at discrete regular times is modified systemati-
cally by introducing random errors which are produced by random
number generation~Park and Miller@11#!.

The inverse heat conduction problem, which is solved by means
of the NSM, is a continuous piece-wise function obtained itera-
tively by minimizing the functional that compares some of the
input data with those from the inverse solution.

A straight line segment of variable slope and size is used for
each stretch of the piece-wise function. The sensitivity of the
functional versus the slope depends on~i! the random error,~ii!
the number of terms that form the functional, and~iii! the total
number of measurements.

As regards the NSM, three advantages must be mentioned:~i!
no mathematical manipulation~inherent to most of the numerical
and analytical methods! is required; the computer commercial
code used in this work, Pspice@12#, does the calculations with
sophisticated mathematical algorithms~Nagel @13#!; ~ii! the pa-
rameters of the electrical devices~i.e., the parameters which
modify the functional until minimal values are achieved! are var-
ied directly by means of an auxiliary program which manipulates
Pspice, makes it run on a PC, and works directly with the results,
and ~iii! a few programming rules are necessary to elaborate the
network file, since the number of different electrical devices in-
volved is very small.

The inclusion of temperature-dependent thermal characteristics
as well as the use of other kinds of co-ordinates may be made
without special requirements~Alhama @14#!.
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2 Direct Heat Conduction Problem
A long slab of thicknessL, densityr, thermal conductivityk

and specific heatce , receives an incident heat fluxj (t) on one
face. An adiabatic condition is imposed on the other face. The
mathematical model of the DHCP is defined by the equations

rce

]T

]t
5

]

]x S k
]T

]x D , at 0,x,L (1)

j 5 j in~ t ! at x5L (2)

j 50 at x50 (3)

T5To at 0,x,L,t50 (4)

Equation ~1! is the heat conduction equation for one-
dimensional planar geometry; Eqs.~2! and ~3! are the boundary
conditions~time-variable incident heat flux and adiabatic condi-
tions, respectively! and Eq.~4! is the initial condition. Sinusoidal,
triangular and step waveforms are considered forj in(t).

3 Inverse Heat Conduction Problem
The main aim of this work is to estimate the magnitude incident

heat flux, starting from the temperature history at a particular
location. This set of temperatures~the simulated measurements in
the laboratory!emerge from the solution of the DHCP. To make
the IHCP amenable to a real experimental environment, normal
random errors have to be added to the exact or approximated
temperatures from the DHCP.

The temperature field of the DHCP, taken at discrete timest j
5t1 , t2 , . . . tm , at the particular location of the slabxf , is used
as input data in the IHCP. Naming this set of temperatures
TDHCP(xf ,t j ), with j the time index, a new series of m tempera-
tures, namedTIHCP(xf ,t j ,« j ), is generated by adding a random
value« j to TDHCP(xf ,t j ). This gives

TIHCP~xf ,t j ,« j !5TDHCP~xf ,t j !~11« j ! (5)

where « j5Buj , is the random error percentage~limited within
the error percentage interval,6D«!, B is a constant which depends
on the random error percentage interval, anduj is the random
number produced by a random number generator which is be-
tween@10.999 and20.999#.

To make the problem more difficult the distribution of the ran-
dom error is rectangular, that is, an equal probability is applied to
each number from the random number generator.

Mathematically speaking, the formulation of the IHCP involves
the original heat conduction Eq.~1!, together with the boundary
and initial conditions, Eqs.~3! and ~4!, and the discrete tempera-
ture ‘‘measurements’’, Eq.~5!. With this information at hand the
aim now is to estimatej (t), the incident heat flux atx5L, by
means of the NSM.

4 Network Simulation Method
The NSM is a hybrid differential-difference method that uses a

real continuous time variable in such a way that no time interval
needs to be established by the users for the numerical solution.
Hence, the immediate advantage of this method is that errors are
quantified in terms of the number of control volumes. NSM simu-
lates the behavior of unsteady electric circuits by means of resis-
tors, capacitors and nonlinear devices that seek to resemble ther-
mal systems governed by unsteady linear or non-linear equations.
Another advantage of the NSM is that it provides both the tem-
perature and heat flux density fields immediately.

For its application, as regards the spatial co-ordinate, the partial
differential equation of the mathematical model is changed into a
set of finite-difference equations, one for each control volume.

From these equations, and using the equivalence between vari-
ables ‘‘electric current~J![heat flux density~j!’’ and ‘‘voltage
(V)[temperature~T!’’, a network model for the control volume
~or cell! was designed. In this way, the equations of the circuit are
formally equivalent to those of finite differences from the math-
ematical model; this is the basis of the method. An adequate num-
ber of network cells~N! were connected in series and the initial
and boundary conditions were easily added to the model. Alhama
@14# established the connection between the total number of vol-
ume elements and the accuracy of the NSM. ForN560 volume
elements, which is the number used in this work for both the
IHCP and the DHCP, the error of the method is less than 0.5
percent almost throughout the whole transient period.

According to the nomenclature of Fig. 1 and using the Fourier
law, j i 6D56k(Ti2Ti 6D)/(Dx/2), where j i 2D and j i 1D are the
entering and leaving heat fluxes, respectively, the finite differ-
ences equation is

~Dxrce!@dTi /dt#5~2k/Dx!@~Ti 2D2Ti !2~Ti2Ti 1D!# (6)

At this point, each term of the preceding equation is redefined
as an electric current. Naming the first term of Eq.~6! j i ,C , we
can write

j i 2D2 j i 1D2 j i ,C50 (7)

This equation may be interpreted as Kirchhoff’s current law in
the context of the prevalent equivalence. In this sense,j is a vari-
able that satisfies the energy conservation law andT is a continu-
ous single-valued dependent variable that satisfies Kirchhoff’s
voltage law. In the light of this brief description, the stage is set to

Fig. 1 Nomenclature of temperatures and heat fluxes into the
control volume

Fig. 2 Network model for the control volume
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analyze the time-dependent conduction of heat described by two
characteristic variables,T and j, by using an equivalent electric
network, whose characteristic variables are the voltage and the
electric current.

Within this framework, Eq.~6! envisions the participation of
two equal resistors and one capacitor whose resistances and ca-
pacitance areRi 6D5Dx/2k andCi5Dxrce , respectively. These
passive electrical elements are connected as is shown in Fig. 2.
This simple scheme is the network model of the cell. The network
for the whole medium is obtained by connectingN circuits in
series. The initial condition given by Eq.~4! is satisfied by fixing
the initial voltage at the capacitor.

Equation ~3!, which refers to the adiabatic condition, was
implemented in the model by connecting a resistor of infinite
value at the input ends of the first cell.

Finally, the inclusion of the boundary condition pertinent to the
incident heat flux, Eq.~2!, must be studied in detail. In the case of
the DHCP, a simple current generator which supports this condi-
tion was connected to last cell. With regards to the subject under
discussion, an extensive library of source devices permits the di-
rect implementation~one device only!of any time-dependent in-
cident heat flux which may be defined by a mathematical function,
sinusoidal, triangular, piece-wise, etc.

5 Inverse Solution
For the solution of the inverse problems, a procedure similar to

the sequential function specification method~SFS!was used~see
Beck et al.@5# for computational aspects! together with the NSM.
While Beck’s method uses piece-wise constant stretches to repro-
duce the incident heat flux, we used successive piece-wise linear
stretches of variable slope. To this end a special electric device
~stimulus generator! contains in the library of Pspice is used. This
source, that simulates the boundary condition, generating a con-
tinuous piece-wise~time-dependent! function, is controlled by a
simple programming routine~iterative process!which permits the
selection of both the length and the slope of each stretch. The
change in the slope is continuously varying~increasing or de-
creasing!until the pre-defined functional reaches a minimum
value.

The piece-wise function which is obtained starts at the point
( j 0,0) and is defined by the set of points (j z ,tz), 1<z<Z. The
functional to be optimized is of the form

F ~z!5S~n,n11,n12, . . . ,n1r !@Tinv~xf ,t j !

2TIHCP~xf ,t j ,« j !# j 5n,n11, . . . ,n1r
2 (8)

In this equation,z51,2, . . . Z identifies the stretch~with Z being
the total number of stretches of the piece-wise function!; n
51,2, . . . mis the value associated to the first temperature within
the stretch~m being the total number of temperature measure-
ments!, andr the number of temperatures within the functional.

Tinv(xf ,t j ) is the temperature solution of the inverse problem at
the positionxf and time t j . The temperaturesTIHCP(xf ,t j ,« j )
were already defined in Eq.~5!.

Once the slope of the stretch has been optimized, a new stretch
of the piece-wise function may be defined. This one goes from the
point (j n ,tn) to one of the points contained in the stretch,
( j n11 ,tn11), ( j n12 ,tn12), . . . ,(j n1r ,tn1r). The nearer the se-
lected point is to (j n ,tn), the greater the accuracy of the solution.

Pspice permits the values that specify the linear and nonlinear
devices of the network to be defined in a parametric form. In this
way, an optimization process may be easily programmed in order
to rapidly obtain the minimum value of the functional in this kind
of problem. We use simple algorithms to obtain the minimum
value of the functional, that is, no optimization commercial code
was implemented to shorten the computational time. Nevertheless,
this approach may be incorporated in a future work. The principal

Fig. 3 IHCP solution for constant incident heat flux: D«Ä0.5
percent; rÄ3, 5 and 7; mÄ25

Fig. 4 IHCP solution for a constant incident heat flux: D«Ä0.5,
1 and 2 percent; rÄ5; mÄ25

Fig. 5 IHCP solution for a triangular incident heat flux. D«Ä2
percent; rÄ3, 5 and 7; mÄ40: „a… relative error „percent…, and
„b… heat flux.
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aim of this paper is to introduce the NSM as a new tool for
solving inverse problems, with the emphasis on simplicity.

The IHCP solution was obtained by simple programming rou-
tines that~i! run pspice continuously,~ii! search for the minimum value of the functional and~iii! fix the successive stretches of the

piece-wise function ofj (L,t). The whole network is simulated
using standard commercial Ppsice@12# software, run in a Pentium
III PC.

6 Results
Four applications were tested: constant, triangular, sinusoidal

and step waveforms, which are defined by

Constant: j ~L,t !5 j a (9)

Triangular: j ~L,0,t,t l !5 j a1@~ j b2 j a!/~ t l !#t (10)
j ~L,t l,t,2t l !5 j b2@~ j a2 j b!/t l #~ t2t l !

Sinusoidal: j ~L,t !5 j a1 j b sin~vt ! (11)

Step waveform: j ~L,0,t,t l !5 j a (12)
j ~L,t l,t !5 j b

In each of these cases, the solution of the DHCP was first ob-
tained using the NSM. From this solution and using the Eq.~5!,
the set of dataTIHCP(xf ,t j ,« j ) needed for the inverse problem
was elaborated. This temperatures depends on~i! the position,xf ,
~ii! the time interval between temperature measurements, and~iii!
the error,« j . The adiabatic surface,xf50, was selected in all
cases for the simulated temperature measurements.

Relative error,e, is defined by means of the equations

e5~ j j,exa2 j j,est!/~ j j,max2 j j,min! (13)

where j j,exa and j j,est are the exact and estimated values, respec-
tively, and j j,max and j j,min are the extremes of the functions given
by Eqs.~9–12!. For all cases standard deviation~s! has been also
evaluated.

Fig. 6 IHCP solution for a triangular incident heat flux. D«Ä0.5
and 2 percent; rÄ5; mÄ40: „a… relative error „percent…, and „b…
heat flux.

Fig. 7 IHCP solution for a sinusoidal incident heat flux. D«Ä0
and 2 percent; rÄ3; mÄ40 „a… relative error „percent…, and „b…
heat flux.

Fig. 8 IHCP solution for a sinusoidal incident heat flux. D«Ä0;
rÄ3, 5 and 7; mÄ40: „a… relative error „percent…, and „b… heat
flux.
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Figures 3 and 4 display the solution for constant incident heat
flux. The numerical values are:L5k5ce5r51, j a530 ~S.I.
unit!. The total number of measurements~m! are 25, and the time
interval between measurements 1 s.

The influence ofr ~number of terms of the functional! may be
observed in Fig. 3 for an error ofD«50.5 percent. The solution of
the IHCP becomes more accurate asr increases, and forr 57 the
inverse solution is very close to the exact value. The influence of
the error is shown in Fig. 4 forr 55.

Figure 5 shows the influence ofr on the solution for the trian-
gular waveform, Eq.~11!. In Fig. 5~a!relative error is sketched
whereas in Fig. 5~b!refers to heat flux. The numerical values for
this application are:L5k5ce5r51, j a55, j b530, D«52 per-
cent, t l520 andm540 ~time interval between temperature mea-
surements 1 s!. The influence of the error in this case can be
appreciated in Fig. 6, forD«50.5 percent and 2 percent;~a! rela-
tive error, and~b! heat flux. As the error decreases the solution for
the same value ofr becomes more accurate.

The solution for the case of sinusoidal waveform is outlined in
Fig. 7 ~influence of the error,D«50 and 2 percent, forr 53) and
8 ~influence of the number of functional terms,r 53, 5 and 7, for
D«50!; for both figures,~a! relative error~percent!,~b! heat flux.
The numerical values in this application are:L5k5ce5r51;
v52p~0.025!, j a5 j b510 andm540. The inverse solutions for
D«50 percent~Fig. 7! and r 53 ~Fig. 8! are almost the same as
the exact ones.

Finally, the solution of the step waveform is shown in Fig. 9 for
measurements with no error andr 53, 5 and 7;~a! relative error
~percent!,~b! heat flux. The numerical values are:L5k5ce5r
51; j a55, j b510, t l510 andm5100 ~time interval between
temperature measurements 0.2 s!. As r decreases the solution be-
comes more exact.

Computing time for all the cases is less than 15 minutes in a PC
Pentium III ~1 Ghz!.

7 Conclusions
A variant of the Sequential Function Specification Method has

been used together with NSM as the numerical method to solve
inverse problems associated with the determination of different
kinds of incident heat fluxes. For this, only one network device
that generates a piece-wise time-dependent function was required
in conjunction with a programming routine. The solution for each
case, therefore, takes the form of a piece-wise linear function.

The network model required for the numerical NSM is very
simple since very few electrical devices are needed for its imple-
mentation and the mathematical manipulations required by the
method are made by the circuit resolution code.

To test the potential of the proposed method, several test cases
were simulated and solved:~i! constant,~ii! triangular,~iii! sinu-
soidal and~iv! step waveforms. No prior information was used as
regards the functional forms of the unknown heat flux.

The accuracy and effectiveness of the method was illustrated
for both exact and error affected input temperatures. The influence
of the parameters~random error and number of terms that form
the functional!on the results was also studied.

Notation

B 5 constant
ce 5 specific heat,~kJ kg21 C21!
C 5 capacitor
e 5 error relative
F 5 functional defined in Eq.~8!
J 5 electric current variable~A!
j 5 heat flux~Wm22!

j a , j b 5 constants
k 5 thermal conductivity,~W m21 C21!
L 5 thickness of the slab,~m!
n 5 first value of temperature within the functional
N 5 number of volume elements
R 5 resistor
t 5 time, s

t l 5 constant
T 5 temperature,~K!
u 5 random variable
V 5 voltage~V!
x 5 spatial co-ordinate~m!
« 5 random error value
r 5 density,~kg m23!
s 5 standard deviation
v 5 angular frequency~s21!

Dx 5 thickness of the control volume~m!

Subscripts

C 5 referred to the capacitor
f 5 referred to particular location at the slab

est 5 estimated
exa 5 exact

i 5 number of the volume element, 1<i<N
i6D 5 right and left ends of the volume element

in 5 incident
inv 5 refers to the solution of the inverse problem

j 5 time index, j 51,2, . . . ,m
m 5 total number of temperature measurements

max 5 maximum
min 5 minimum

n 5 refers to the first temperature within the stretch
o 5 initial condition
r 5 number of terms within the functional
z 5 stretch index of the piece-wise function, 1<z<Z
Z 5 number of stretches of the piece-wise function in the

IHCP

Fig. 9 IHCP solution for a step incident heat flux. D«Ä0; r
Ä3, 5 and 7; mÄ100: „a… relative error „percent…, and „b… heat
flux.
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Design Formulas for Oscillatory Heat
Transport in Open-Ended Tubes

Masao Furukawa
Leader, Thermal Engineering Group, NASDA~Japanese
Space Agency!, Tsukuba Space Center, Tsukuba,
Ibaraki 305-8505, Japan

Modified Watson’s functions dependent on the Womersley Number,
concerning a forced oscillatory pipe flow, are introduced to math-
ematically simply express the effective thermal conductivity, the
tidal displacement, and the tidal work of fluid. Those three are
developed into algebraic expressions giving the required electri-
cal oscillating power and the necessary number of capillary tubes.
The relative conductivity increase, the specific shaker driving
power, and the specific tube bundle size are graphically shown in
the figures for several fluids of interest to contribute to designing
a heaterless liquid warmer.@DOI: 10.1115/1.1597615#

Keywords: Enhancement, Heat Transfer, Tubes

Introduction
It is well known that sinusoidal fluid oscillations can enhance

the mass transfer rate in tubes. Such dispersive phenomena were
first examined by Chatwin@1# and then Watson@2# to mathemati-
cally find closed-form expressions of the effective longitudinal
diffusivity. Regarding a laminar oscillatory flow, Joshi et al.@3#

compared theoretical predictions of Watson with experimental re-
sults to show an excellent agreement between the two. Watson’s
original result was employed by Kurzweg and Jaeger to elucidate
the mechanics of high-frequency pulmonary ventilation@4# and
was reformulated by them to design a diffusion cell for separating
isotopes@5#. Zhang et al.@6# used that expression in calculating
the power input of an enhanced mass pump for groundwater rec-
lamation, which may be a practical application of liquid rather
than gas dispersion technique.

Then, when describing the heat and mass transfer in a tube, one
could find a similarity between the diffusion and conduction equa-
tions. Kurzweg and Zhao@7# first recognized it and thereby in-
vented a novel apparatus for enhancing the axial heat conduction.
In designing that apparatus, they derived an analytical expression
of the effective thermal diffusivity for high-frequency oscillations.
Kurzweg @8# also derived that for low-frequency oscillations, ba-
sically the same as Watson’s expressions in form but replaced the
Schmidt number with the Prandtl number. That apparatus@7#,
called dream pipe, thereafter evolved into an enhanced axial heat
transfer ~EAHT! device, characteristics of which were numeri-
cally simulated by Zhang and Kurzweg@9#. Similar to the EAHT
device are a heat exchanger of Kaviany@10,11# and a phase-
shifted one of Nishio et al.@12#. They@10,12#also employed Wat-
son’s expressions in design/performance calculations. It thus
seems that Watson’s original or reformulated expressions could
apply to almost all types of EAHT devices provided the walls are
insulators. His expressions are, however, not so convenient to de-
sign purposes because of a little complicated form. Several corre-
lations recently presented by Rocha and Bejan@13# are of use to
geometric optimization of open-ended tubes with two reservoirs
but do not well conform to design practices of a heaterless liquid
warmer proposed for space use. This study has therefore been
made to present practical design formulas for such warmers re-
garded as a kind of EAHT device.

Theoretical Analysis
Figure 1, basically the same plan as drawn by Kurzweg and

Zhao @7#, shows an EAHT device which could serve as a heat
exchanger in a spacecraft environmental control subsystem. It
consists of two reservoirs connected to each other by a capillary
bundle and its outside surfaces are thermally insulated. One is
filled with cold liquid to be warmed up while the other with hot
liquid. Heat is axially transported from the hot to the cold reser-
voir by shaker-caused oscillations without mass transfer. A sole-
noid valve is appended to each reservoir inlet and those two are
synchronously regulated in response to the liquid temperature rise
in the cold reservoir. Although not depicted in the figure, the hot
reservoir will probably be placed in a high-temperature fluid loop
joined with a solar absorber. The cold reservoir can thus have a
warmed liquid supply. A way of Watson@2# is also applicable to
formulating a problem of present concern. Under cylindrical co-
ordinates takingz and r as the axial and radial distances,
momentum/energy equations of a laminar pipe flow are

]w/]t52~1/r!dp/dz1n@]2w/]r 21~1/r !]w/]r # (1)

]T/]t1w]T/]z5k@]2T/]r 21~1/r !]T/]r # (2)

where t is the time,w the velocity,T the temperature, andp the
pressure. Equations~1! and~2! are solved under the condition that
the densityr, the kinematic viscosityn, and the thermal diffusiv-
ity k are constant as specified. Since the enclosed liquid is sub-
jected to sinusoidal oscillations, the pressure gradient in tube be-
comes

dp/dz52P cosvt (3)

wherev is the angular frequency andP the peak gradient. The
axial temperature distribution is then

T5T`1g~2z1u! (4)
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where T` is the specified hot temperature,g the time-averaged
temperature gradient, andu the temperature fluctuation expressed
in length. Because of Eqs.~3! and ~4!, Eqs.~1! and ~2! are now
written in r and t as independent variables to givew andu. The
separation of variables in Eqs.~1! and ~2! results in an analytical
solution of the form

w5Re@ f ~r !exp~ ivt !# (5)

u5Re@g~r !exp~ ivt !# (6)

Closed-form expressions off (r ) andg(r ) are obtained for insu-
lating boundary conditions asf (a)5 f 8(a)50 and g8(0)
5g8(a)50, wherea is the tube radius. Those two are expressed
in Bessel functions of the first kind and the zeroth/first orders to
become a same result as already given by Watson@2# and
Kurzweg @8#.

Oncew andu have thus been found, one can derive the effec-
tive thermal diffusivity ke , the tidal displacementDz, and the
tidal work per tube,E/N, from

ke5~2/ta2!E
0

a

rdr E
0

t

~k1wu!dt (7)

Dz5~2/a2!E
0

a

rdr E
0

t/2

wdt (8)

E/N5~2pDz/t!E
0

a

rdr E
0

t

w~2dp/dz!dt (9)

wheret52p/v, exactly giving the oscillation period. Equation~7!
then reduces to

ke5k~11R! (78)

whereR shows the relative increase and is obtained by integrating
wu all over the period and the tube section. A process of the
integration in Eqs.~7–9! is quite lengthy but finally leads to

R5~l2/a2!SR (10)

Dz52lSz (11)

E/N52pnPl2SP (12)

wherel is the oscillation characteristic length defined in

l5P/rv2 (13)

FactorsSR , Sz , and SP are dimensionless and depend on the
Wormersley number

a5a~v/n!1/2 (14)

In definingSR , this number is modified as

ã5s1/2a5a~sv/n!1/2 (148)

wheres5n/k, thereby expressing the Prandtl number.
Obtained analytical expressions of the above three are

SR5s2b1~a!@12b2~a!/b2~ ã !#/~s221! when sÞ1
(15a)

SR5ab1~a!b28~a!/4b2~a! when s51 (15b)

Sz512b3~a!b1~a!/a4 (16)

SP5b1~a!Sz (17)

Functionsb1(a), b2(a), andb3(a), newly introduced in place of
B1(a), B2(a), andB3(a) of Watson@2#, are

b1~a!5aB8~a!/2B~a! (18)

b2~a!5aB9~a!/B8~a!11 (19)

b3~a!5a2B-~a!/B8~a!13aB9~a!/B8~a!11 (20)

FunctionB(a) is then expressed in Kelvin ber/bei functions as:

B~a!5~bera!21~beia!2 (21)

The validity of Eqs.~15a,b!and ~16! is mathematically demon-
strated as follows. One first considers a case wherea50. A result
thatSR50 is obtained from Eqs.~15a,b!becauseb1(0)50. Equa-
tions ~78! and ~10! then make a relation thatke5k when a50.
This is well consistent with a fact thatke should approachk as the
frequency approaches zero. Since lima→0 b3(a)b1(a)/a451, Eq.
~16! becomes such thatSz50. One then considers a case where
a5`, in which obtained from Eq.~19! are such limit values as
lima→` b2(a)/b2(ã)51 and lima→` b28(a)50. These two make
Eqs. ~15a,b!such thatSR50. Since lima→` b3(a)b1(a)/a450,
one has an asymptotical value asSz51. Finally,SR5Sz50 when
a50 while SR50 andSz51 whena5`. If a5`, Eqs.~5! and~6!
will then become such asw5lv sinvt andu52l cosvt. Since
these expressions make*0

twudt zero, one finds from Eqs.~7! and
~78! thatR50 and therefore from Eq.~10! thatSR50. Calculating
Eq. ~8! under a velocity profile stated above, one has a maximum
displacement value asDz52l. A relation thatSz<1 can thus be
obtained from Eq.~11!.

Equations~10–12! are now used to present practical expres-
sions for the heaterless liquid warmer design. First, for a tube of
the lengthL, Eq. ~11! is transformed into

l/L5~Dz/L !/2Sz (22)

where Dz/L is the stroke showing an extent of the oscillation
amplitude. Althoughke is calculable from Eq.~78!, the effective
thermal conductivityke is rather convenient thanke for design
purposes. Sincek}k andR@1 in cases of concern, Eq.~78! ap-
proximately becomes

ke /k'R (788)

wherek is the thermal conductivity. This relation with Eq.~22!
turns into

~ke /k!~D/L !25~Dz/L !2SR /Sz
2 (23)

Fig. 1 Dream pipe used heaterless liquid warming apparatus
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where D52a, being the tube diameter. When the hot to cold
reservoir temperature difference isDT, the enhanced heat transfer
rate per tube,Q/N, is estimated atke(pa2/L)DT. Because of
Eqs.~788! and ~10!, this estimate results in

Q/N5kpl2SR~DT/L ! (24)

It should then be noted thatDT/L makesg in Eq. ~4!. Dividing
Eq. ~12! by Eq. ~24! makesE/Q. This expression is arranged to
give E/QL by using Eqs.~13! and~22!. A final expression includ-
ing neitherP nor l is

E/QL5~Dz/L !~mv2!SP /kSRSz~DT/L ! (25)

wherem5rn, being the dynamic viscosity. Applying Eq.~22! to a
reciprocal expression of Eq.~24! yields

NL2/Q54Sz
2/~Dz/L !2kpSR~DT/L ! (26)

The required electrical shaker powerE and the required number of
tubes,N, can thus be simply calculated from Eqs.~25! and~26! if
Q andL are design-specified.

Numerical Results
Equations~15–17! have first been calculated to comprehend

how the factorsSR , Sz , andSP change with the Womersley num-
bera. Results are graphically shown in Figs. 2 and 3, where loga
is taken as abscissa and extends over a range from21.0 to 3.0. A
parameter identifying six curves in Fig. 2 is the Prandtl numbers,
considered values of which are 0.10, 0.50, 1.0, 5.0, 10.0, and
100.0. It is easily seen from Fig. 2 that all the curves have a peak
corresponding to a specifieds value and thatSR becomes almost
zero whena,1 or a.100. Also seen from the figure is thatSR
increases withs but does not gain so much whens exceeds 10.0.
Displayed in Fig. 3 areSz andSP , which are respectively put as
left ordinate and as right ordinate. It is proved from the figure that
Sz andSP are positive but almost zero whena,1. Noted here is
thatSz asymptotically goes to 1.0 whileSP to 24.0 whena.100.
Asymptotical behaviors ofSR andSz can be explained in a theo-
retical way. At low a values, viscous effects become important

and thereby make both lower. Asa gains,Sz increases because
viscous resistance becomes smaller. At very higha values, the
thermal boundary layer thickness approaches zero. Since no ther-
mal boundary layer causes no thermal diffusion,SR then becomes
zero. A result thatSR'0 when a!1 or a@1 brings a special
feature thatSR has a peak value as shown in Fig. 2. The reason-
ability of the result has then been demonstrated by comparing
with several curves found in the literature@3,4,6#. Regarding the
effective dispersion coefficientF, Zhang et al.@6# present curves
of F vs a over a range from 1022 to 103 with s as a parameter.
There also exists a peak value forF at a particulara value cor-
responding to a specifieds value. Peaks come out in due order of
s and such ones forSR appear as well in Fig. 2.

Since a general trend ofSR , Sz , andSP has thus been found,
one may safely calculate Eqs.~23!, ~25!, and~26! to present de-
sign curves of a heaterless liquid warmer. Calculations have been

Fig. 2 Enhancement factor versus logarithmic Womersley
number

Fig. 3 Displacement ÕPower factors versus logarithmic Wom-
ersley number

Fig. 4 Modified dimensionless effective conductivity versus
frequency
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made to give (ke /k)(D/L)2, E/QL, andNL2/Q under the condi-
tion that all the liquid properties are evaluated at 300 K and the
axial temperature gradientDT/L is 0.5 K/m. Considered as the
working liquid are ammonia, ethanol, methanol, water, R134a,
R22, and RC318. Also taken as design parameters are the tube
diameterD, the oscillation strokeDz/L, and the oscillation fre-
quency f. Calculated characteristic ratio values have been tabu-
lated to produce a number of curves. Typical of such curves form
Figs. 4–6, in which (ke /k)(D/L)2, E/QL, andNL2/Q are re-
spectively plotted againstf ranging from 0.0 Hz to 20.0 Hz. All
the curves marked with A, E, M, W, 1, 2, and 3, corresponding to
the liquid nature, in the figures are applicable to design cases
whereD52.0 mm andDz/L50.33. This stroke value comes from
experiments of Katsuta et al.@14#, who tookDz/L to be 1/4, 1/3,
or 1/2. It should again be noted that actually calculated is
(Dz/L)2SR /Sz

2 but shown in Fig. 4 as (ke /k)(D/L)2, and also

that Eq. ~23! has been found under the conditionR@1. Some
obtained numerical results not satisfying that condition are there-
fore not plotted in the figure. A change ofSR /Sz

2 then acts to form
a peak in each curve of Fig. 4 and a bottom in each curve of Fig.
6. Extremely low frequencies, even good at making (ke /k)
3(D/L)2 larger andNL2/Q smaller, are generally unsuitable for
practical use. An optimal frequency should be selected in a range
more than 2.0 Hz so as to maximize the modified dimensionless
effective conductivity and to minimize the required number of
tubes. Figures 4 and 6 show that there actually exist such optimal
frequencies. In this connection, Katsuta et al.@14# offer experi-
mental results on the heat transport coefficientx of an EAHT
device over a frequency range from 0 Hz to 12 Hz to produce a
figure of interest. The curves drawn there also indicate the exis-
tence of a maximumx value. This experimentally supports the
credibility of the results shown in Fig. 4. A graphical trend of
curves in Fig. 5 is understandable and tells that the use of ammo-
nia needs less power than the use of the other liquids considered.

Conclusion
The heaterless liquid warmer is an evolved kind of the en-

hanced axial heat transfer~EAHT! device of Kurzweg and Zhao
and has been proposed for space use with practical design formu-
las. Although an effect of the wall conductivity is left out of ac-
count, the formulas can simply specify the modified effective to
liquid conductivity ratio, the driving power to transport capability
ratio, and the tube bundle size to load ratio. Those ratios, ex-
pressed in Eqs.~23!, ~25!, and~26!, mainly depend on the en-
hancement, displacement, and power factors. Those three, newly
introduced here and expressed as Eqs.~15–17! in terms of modi-
fied Watson’s functions, are generally applicable to any type of
EAHT device in mathematically describing the thermo-oscillatory
characteristics of the tube.
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1 Introduction
The coefficients most commonly used in the study and design

of fins are fin efficiency~Harper and Brown@1#! and fin effective-
ness ~Gardner @2#!. In their definitions, the so-called Murray-
Gardner’s hypotheses or limiting assumptions are assumed@3#; if
these cannot be stated, the assessment of fin system performance
is not correct or simply impossible. This occurs when fin-wall
systems or unsteady processes are considered; in the last case, the
dissipated heat does not instantaneously coincide with the heat
rate through the fin base and when the efficiency is calculated
using this quantity values greater than unity are obtained in the
first few instants of the transient period@4#.

The limitations of these parameters to properly reflect the real
behavior of finned systems and/or to facereal world configura-
tions have led to the definition of new coefficients. Among these
are input admittance~Krause et al.@5#!, theaugmentation factor
~Heggs and Stone@6#! and theenhancement factor, ~Manzoor
et al. @7#!. The last two parameters refer to fin-wall systems, and
consider the fin and the wall to which it is attached as an indis-
soluble whole.

The suitability of the different coefficients has been discussed
for the steady state by Kraus@8# and Wood et al.@9#. Kraus argues
that the input admittance is better than efficiency and effective-
ness, while Wood et al. conclude that the augmentation factor,
AUG, is the only parameter that can properly represent the behav-
ior of the fin-wall assembly. Nevertheless,AUG is unsuitable for
predicting the behavior of the fin-wall assembly subjected to an
increase in the heat transfer coefficienth2 , since, while the heat
dissipated by the fin-wall assembly increases,AUG decreases@9#.
This is due to the fact that an increase inh2 promotes an increase
in the heat dissipated by the unfinned wall greater than the in-
crease produced in the fin-wall assembly. In our judgment, then,
none of the above coefficients fully satisfies all the requirements
that an ideal performance coefficient must fulfil.

After evaluating the aptitude and/or suitability of the five
above-mentioned coefficients for studying fin-wall systems, we
propose three new performance indicators: ‘‘thermal reverse ad-
mittance’’ @4#, ‘‘specific reverse admittance,’’ and ‘‘relative re-
verse admittance.’’ They are especially suited to representing the
performance of fin-wall systems under any hypotheses, including
time-dependent processes. This set of indicators can be directly
obtained by the Network Simulation Method~NMS!, a general-

purpose numerical method whose efficacy has been established
for different kinds of linear and non-linear problems in the heat
transfer domain@10#.

2 Conditions That an Ideal Performance Coefficient
Must Fulfil

Briefly, an ideal performance coefficient ought to:

1. Be consistent: the higher the value of the parameter the bet-
ter the performance of the fin, i.e., the dissipated heat; this is
not the case with the efficiency@8#.

2. Refer to a standard or be weighted by the size of the fin.
3. Provide a maximum value which coincides with the opti-

mum. The optimum of a system occurs when the relation-
ship between the transferred or dissipated heat and the vol-
ume or mass of the system is maximum.

4. Serve to compare the relative merits of a given group of
finned systems.

5. Have a maximum value of unity, a universal reference in this
kind of parameter.

6. Be nondimensional~an interesting, but not essential, charac-
teristic!.

3 The New Performance Indicators

3.1 Thermal Reverse Admittance. In the search for a per-
formance coefficient to overcome the difficulties of the coeffi-
cients defined to date, the ‘‘thermal reverse transfer admittance,’’
or simply ‘‘thermal reverse admittance,’’Yr , is defined, whose
generality means that it is not merely confined to the study of
finned systems:

Yr5
Jo

u i
(1)

where Jo is the output heat rate dissipated to the surroundings
and/or transferred to other elements, depending on the system
considered, andu i is the excess in theinput sectionof the same.
This input section is not necessarily a physical surface but may
also be an ideal limit which includes boundary conditions. In fin-
wall systems~Fig. 1! u i5u1` is the excess in the fluid that bathes
the wall on its naked side, whileJo is the heat dissipated to fluid
2 by the external surface of the fin and the rest of the prime
surface.

Yr refers to the heat that is transferred by the fin or fin-wall
assembly, while the Kraus input admittance,Yi , refers to the heat
flux in the input section. The main reason for defining the new
coefficient is that in time-dependent systems~transient process,
harmonic, etc.!differences in phase exist and there is a damping
of the amplitude between the flux in the thermal source and the
dissipated flux, both of which depend on the excitation and on the
dimensional and thermal characteristics of the system. In time-
independent processesYi5Yr .

The terms ‘‘impedance’’ and ‘‘admittance’’ are widely identified
as quantities of time-dependent processes, both harmonic and
non-harmonic. Harmonic processes are of interest in thermal
scope~day-night variations, reciprocating compressors, etc.!. In
these time-dependent processes, thermal admittance is not just the
reverse of thermal resistance since it is defined by both modulus
and phase, which normally have a marked dependence on fre-
quency.Yi is really a ‘‘conductance,’’ not properly an admittance,
since no reference to time-dependence is mentioned. In turn,Yr
has been used with success to obtain the frequency response of
fin-wall systems@4#.

The definition of thermal reverse admittance is general, and is
not restricted to certain hypotheses: multidimensional behavior,
variable thermal coefficients and properties, nonlinear boundary
conditions, etc. It is defined for instantaneous heat rates and ex-
cess and their evaluation is in general made by numerical proce-
dures, NSM being especially suitable.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 3, 2001;
revision received June 4, 2003. Associate Editor: S. S. Sadhal.

Copyright © 2003 by ASMEJournal of Heat Transfer DECEMBER 2003, Vol. 125 Õ 1187

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



This coefficient is indeed useful in the calculation and design of
fin systems since, onceYr , the excessu i and the number of fins
per unit of length or surface are known, it is possible to calculate
the overall heat transferred by the device.

In turn, according to Section 2, thermal reverse admittance is a
consistent parameter but cannot be considered as an ideal coeffi-
cient, for which reason we have derived new parameters from it.

3.2 The Specific Reverse Admittance. The reverse admit-
tance coefficient refers neither to the quantity of material used nor
to an optimum. To overcome this deficiency the ‘‘specific reverse
admittance,’’yr , or the relationship between the thermal reverse
admittance,Yr , and the mass,m, of the fin, has been defined:

yr5
Yr~W/K !

m~kg!
5

Jo~W!

u i~K !•m~kg!
(2)

A specific reverse admittance with respect to the volume is also
possible. This coefficient fulfils the three first conditions in Sec-
tion 2:

1. yr is a consistent parameter, as isYr .
2. In Yr the heat dissipated refers to its own mass, and so the

deficiency that a bigger dimension involves a bigger coeffi-
cient does not arise.

3. The maximum heat dissipation rate for a given mass and
excessu i ~i.e., the optimum!coincides with the maximum of
yr , because it is the ratioJo /u i that it is usually optimized
in the optimization process.

Specific reverse admittance is a universal parameter for com-
paring the performance of different fin configurations and shapes,
taking into account the quantity of material used.

3.3 Relative Reverse Admittance. The above coefficient is
dimensional and its maximum value is not unity. In order to over-
come these deficiencies and to make more explicit the reference to
a standard, relative reverse admittance,yrel , is defined as:

yrel5
yr

yr ,opt
(3)

where yr ,opt is the specific admittance in the optimum fin for a
given type~longitudinal, annular, rectangular, etc.! and/or mate-
rial. The determination of this coefficient requires the determina-
tion of the optimum, which is specific to every fin system.

yrel is a dimensionless coefficient with a maximum value of
unity. Thus, it may be considered as an ideal coefficient because it
fulfils all the requirements~Section 2!.Yrel indicates the margin of
enhancement that a fin design can obtain for a given shape. This
information is not provided by any of the fin performance indica-
tors defined to date.

Table 1 shows the extent to which the different extended sur-
face performance indicators fulfil the required characteristics. It is
clear that only reverse admittances are always consistent and that
relative reverse admittance is the coefficient that accomplishes all
the characteristics of an ideal indicator.

4 Application of the New Coefficients to a Fin-Wall
System

As an example, we shall calculate the reverse admittances
(Yr ,yr ,yrel) of the straight fin-wall assembly of rectangular pro-
file of Fig. 1. Classical Murray-Gardner’s hypotheses are assumed
for simplicity, except that unsteady flux and diabatic extreme of
the fin are also considered;ub excess isa priori unknown.

Fin and wall are of pure aluminum (k5229 W/mK, r
52700 kg/m3, c5945 J/kgK);u151 K and the heat transfer co-
efficients on both sides of the assembly areh15100 W/m2K,
h2510 W/m2K. The dimensions are Lw55•1023 m,
L f55•1022 m, Ly51022 m, e51023 m, b51 m; the fin with
these dimensions is called ‘‘initial’’ fin.

Due to symmetry, only the section betweeny50 and y5Ly
needs to be analyzed. The mathematical model consists of the
following set of equations:

0,x,Lw : ] j w /]x1rc~]T/]t !50; j w52k~]T/]x!

Lw,x,Lw1L f :

] j f /]x1rc~]T/]t !1h2~P/Sf !~T2T2`!50;

j f52k~]T/]x!

x50: h1~T1`2T!52k]T/]x

x5Lw : 2Swk]T/]x52Sfk]T/]x1~Sw2Sf !h2~T2T2`!
(4)

x5Lw1L f : 2k]T/]x5h2~Tf2T2`!

t50; 0,x,Lw1L f : T5T0 ,

T2`5T050

In the steady state the simulation of the fin-wall system gives
values ofYr50.733 W/K andyr51.358 W/kgK. The efficiency
of the fin in these conditions ish50.964. To determine the value

Fig. 1 Fin-wall assembly

Table 1 Chart of performance coefficient characteristics

Performance coefficient
Fin-wall
system

Transient
process Consistent

Reference to
a standard

Maximum occurs
in the optimum

Maximum
is unity Dimensionless

Efficiency No No No Yes No No Yes
Effectiveness No No No No No No Yes
Input Admittance No No No No No No No
Augmentation Factor Yes Yes No No No No Yes
Enhancement Yes Yes No No Minimum No Yes
Thermal Reverse Admittance Yes Yes Yes No No No No
Specific Reverse Admittance Yes Yes Yes No Yes No No
Relative Reverse Admittance Yes Yes Yes Yes Yes Yes Yes
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of the relative admittanceyrel , the ‘‘optimum’’ of the system must
be found, i.e., the dimensions of the assembly for a given volume
~or mass!for which the dissipated heat ismaximum. If the restric-
tions of the problem are the volume of the finVf51024 m3, Ly
50.005 m, and 0.01 m,L f,0.2 m, the optimum fin length,
L f ,opt, as determined by means of NSM@11#, is 0.13 m, which
corresponds to half the fin thickness,eopt53.84631024 m. The
coefficients of performance in the optimum arehopt50.635,
Yr ,opt50.954 W/K, andyr ,opt51.767 W/kgK. Finally, the relative
reverse admittance,yrel , of the initial fin is 0.768, indicating that
the fin design can be substantially improved.

As has been demonstrated, efficiency behaves inconsistently
and so comparison of the efficiency of the two fins provides con-
fusing information: the efficiency of the initial fin is greater than
that of the fin of optimum dimensions. On the other hand, the
admittances of the two fin-wall systems reflect the real situation:
either the reverse admittance or the specific reverse admittance is
bigger in the fin of optimum dimensions and the relative admit-
tance of the studied fin provides a value that points to the distance
from the optimum. Figure 2 shows the instantaneous input admit-
tanceYi and reverse admittanceYr of the fin-wall assembly of the
fin of the initial dimensions~i! and the fin of optimum dimensions
~o!. The difference between both coefficients is clear. Both values
coincide in the steady state but not in the transient time.

Table 2 shows the values of the performance indicators for the
initial and optimum fin-wall assemblies. Efficiency, effectiveness,
augmentation, and enhancement factors have been computed di-
rectly from their definitions@1,2,5,6,7# and NSM simulation
results.

5 Conclusions
After a study of the conceptual and application characteristics

of currently used extended surfaces indicators, in a general analy-
sis of fin-wall systems, the characteristics that must be fulfilled by
an ideal coefficient have been detailed. With these in mind, ther-

mal reverse admittance, specific reverse admittance and relative
reverse admittance are proposed as new performance indicators
for the analysis of extended surfaces under any hypothesis, espe-
cially time-dependent processes. These new coefficients, for their
generality and precision, outmatch the currently used performance
coefficients; the last two are also linked to the concept of system
optimization. Thermal reverse admittance, which allows us to
know the dissipated heat once the temperature gradient between
fluids is known, is an absolute scaling factor of fin-wall assem-
blies; specific reverse admittance is a measure of efficient use of
material for heat transfer task; and relative reverse admittance
provides information as to the margin of improvement in fin
design.

Finally, a straight fin-wall system has been analyzed as an ex-
ample of how the new coefficients can be applied. Their superi-
ority over other coefficients is demonstrated. Network Simulation
Method is especially suitable for the direct and accurate numerical
determination of the proposed coefficient without using special
mathematical developments.

Although initially developed for extended surfaces, the thermal
reverse admittance and derived coefficients could be applied to
the analysis of other thermal systems.

Nomenclature

AUG 5 augmentation factor
b 5 with of the fin ~m!
c 5 specific heat~kJ kg21K21!
e 5 half fin thickness~m!
h 5 heat transfer coefficient~Wm22K21!
j 5 heat rate density~Wm22!
J 5 heat rate~W!, J5 j •S
k 5 thermal conductivity of the material~Wm21K21!
L 5 length ~m!

Ly 5 half fin pitch ~m!
m 5 mass of the fin or fin-wall assembly~kg!
P 5 perimeter of the fin~m!, P52 (2e1b)
S 5 cross-sectional area, external surface~of the fin! ~m2!
t 5 time ~s!
T 5 temperature of the material at pointx ~K!
V 5 volume of the fin or fin-wall assembly~m3!
x 5 space co-ordinate~m!
Y 5 admittance~W/K!
y 5 specific admittance~W/kg K!

Greek Symbols

h 5 fin efficiency
r 5 density~kg m23!
u 5 temperature excess, i.e.,T2T2` (K)

Subscripts

b 5 base of the fin
f 5 fin
i 5 input
o 5 output

opt 5 refers to the optimum fin
r 5 reverse

rel 5 refers to relative reverse admittance
w 5 wall
0 5 initial condition
1 5 refers to the unfinned side of the wall
2 5 refers to the finned side of the wall
` 5 refers to the external media far from the surfaces
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Table 2 Values of performance coefficients in the application
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Determination of Drying Times
for Irregular Two and
Three-Dimensional Objects
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This paper deals with development of a new analytical model for
determining the drying times of irregular-shaped multi-
dimensional objects. Geometrically irregular two and three-
dimensional products are approximated by elliptical cylinder and
ellipsoidal shapes, respectively. Using experimental drying pa-
rameters that are available from the literature, drying times of
irregular, multi-dimensional products are determined through the
present models. Geometric shape factors for the elliptic cylinder
and ellipsoid are employed and based on the reference drying time
for an infinite slab. In addition, the present models are verified
through comparison with experimental drying times of several
food products. The accuracy of the predictions using the present
models is then discussed, and a considerably high agreement is
obtained between the predictions and experimental data.
@DOI: 10.1115/1.1603778#

Keywords: Drying, Heat Transfer, Mass Transfer, Moisture, Po-
rous Media

1 Introduction
Drying is the process of thermally removing moisture to yield a

solid product. Mechanical methods for separating a liquid from a
solid are not considered in thermal drying. When a wet solid is
subjected to thermal drying, two processes occur simultaneously:
~i! transfer of energy~mostly as heat!from the surrounding envi-
ronment to evaporate the surface moisture, and~ii! transfer of
internal moisture to the surface of the solid and its subsequent

evaporation due to the former process. Historically, the thermody-
namics of moist-air drying systems was developed only about a
century ago. Krischer@1# was one of the first to investigate the
role of heat transfer in drying. Whittaker@2# presented the limited
theory of drying based on the transport equations. Drying is a
complex thermal process in which unsteady heat and moisture
transfer occur simultaneously. Heat is transferred by convection
from heated air to the product to raise the temperatures of both the
solid and moisture that is present. Moisture transfer occurs as the
moisture travels to the evaporative surface of the product and then
into the circulating air as water vapor. The heat and moisture
transfer rates are therefore related to the velocity and temperature
of the circulating drying air. Moreover, momentum transfer may
take place simultaneously coupled with the heat and moisture
transfer. However, it is generally considered negligible for solids
drying @1#.

The driving force for evaporation during the drying process is
the difference between the vapor pressure of the water in the
product and the partial pressure of the water vapor in the sur-
rounding atmosphere. Increasing the temperature of a moist solid
increases the vapor pressure of the water in the solid, while in-
creasing the temperature of air decreases the partial pressure of
water vapor in the air. Moisture will migrate from an area of high
vapor pressure to one of low pressure. Therefore, there is a mois-
ture gradient resulting from this migration of moisture from
within the heated product, where it has a high vapor pressure,
through the micropores to the moisture surface, where it is evapo-
rated into the surrounding atmosphere as water vapor with a lower
partial pressure. The drying of solid products/objects is a very
broad area and many experimental and theoretical investigations
have appeared in the literature, e.g.,@3–17#. As indicated recently
@4,5#, determination of drying process parameters, namely drying
coefficient and lag factor; and drying moisture transfer param-
eters, namely moisture diffusivity and moisture transfer coeffi-
cient of solid products subject to air drying is of great practical
importance. In the literature, several studies, e.g.,@4–8,10–
12,14–16#have been undertaken to determine/estimate drying
process parameters and drying moisture transfer parameters for
solids drying.

Food products that are dried are mostly geometrically irregular.
Although, recently Sahin et al.@18# studied the drying of regular
multi-dimensional products analytically, and presented some illus-
trative examples, the primary objective of the present work is to
develop a new model for irregular shaped objects. To develop the
analytical model for the drying of irregular shaped products, the
geometries are approximated by either an elliptical cylinder or
ellipsoid, taking into consideration the three-dimensional aspect
ratios.

2 Modeling
As highlighted earlier, this work is an extention of previous

work @18# on the determination of drying times of regular-shaped
multi-dimensional objects. Therefore, modeling of moisture trans-
fer will not be presented here. The assumptions made in the mod-
elling drying process are~i! constant thermophysical properties of
the moist object,~ii! negligible shrinkage and/or deformation of
the moist object,~iii! negligible heat generation inside the moist
object, and~iv! constant drying air temperature.

2.1 Drying Time for Infinite Solid Slab Object. Sahin
et al. @18# previously developed the following analytical drying
time equations for an infinite slab, within two Biot number ranges:

tslab52
s

hm
ln Fc for Bi, 0.1 (1)

tslab52
L2

Dm1
2 lnS Fc

A1
D for 0.1<Bi<100 (2)
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whereFc is the dimensionless centerline/average moisture con-
tent,A1 is the coefficient containingm1 in the unsteady moisture
transfer equation as detailed in Ref.@18#, ands is the volume-area
ratio ~m!.

After substituting the lag factor~G! and drying coefficient~S!
~so-called: drying process parameters!, as introduced earlier@6,7#,
the drying time becomes:

tslab52
1

S
lnS Fc

G D for 0.1<Bi<100 (3)

Here, for a drying process of a moist solid object the lag factor
shows the internal resistance to moisture diffusivity within the
moist object whereas the drying coefficient shows the drying ca-
pability of the moist object.

2.2 Drying Time for Irregular Multi-Dimensional Object.
The determination of drying times for various types of objects
subject to drying is essential for system design and analysis. It is
obvious that one-dimensional analysis may not be accurate
enough, therefore, the objective is now to determine the drying
times of multi-dimensional objects~two or three-dimensional!.
This was previously carried out by the authors@18# for regular
multi-dimensional objects and it is now extended to include the
irregular multi-dimensional objects subject to drying. As is
known, in many cases, particularly for the multi-shaped objects,
the direct analytical solution may not be obtained. However, this
difficulty can be eliminated by introducing a new parameter~i.e.,
shape factor!. In this regard, the shape factorE is the ratio of
drying time for a slab object to the drying time for any shape as
follows:

E5
tslab

tshape
(4)

whereE is related to a function of the shape of the object and the
Biot number. Once the geometric shape factor,E, is available,
then the drying time for the irregular shape product,tshape, can be
calculated using Eq.~4! as the drying time for the slab object can
readily be calculated from Eqs.~1–3!.

2.3 Geometric Shape Factors. Analytical solutions for the
shape factors for the geometrically irregular two or three-
dimensional products are not possible. Therefore, these two and
three-dimensional products are approximated as elliptical cylin-
ders and ellipsoids, respectively. In all the geometrical shapes con-
sidered,L is the characteristic dimension~shortest distance from
center to surface!and the parametersa1 anda2 are the ratios of
the second and third dimensions to the characteristic dimension,
respectively.

The analytical expressions for the geometric shape factors were
initially discussed by Hossain et al.@19,20# for cooling applica-
tions. They provided three semi-analytical models for predicting
the shape factors for cooling applications; the variational formula
@21#, pseudo-ellipse formula@21# and empirical correlation@22#.
These were modified for drying processes.

Two-Dimensional Irregular Products.Geometrically irregular
two-dimensional products are considered to be represented by an
infinite elliptical cylinder of semi-minor axisL and semi-major
axis a1L.

The variational formula for the shape factor in this case is given
as

E5

11
Bi

2

V

AL
1

Bi

2 S a1
2

11a1
2D (5)

where Bi is the Biot number,V is the volume of an elliptical
object~m3! andA is the surface area of an elliptical cylinder~m2!.

The Pseudo-ellipse formula is derived using the solution of
McNabb et al.@21# as follows:

E511

11
2

Bi

a1
21

2a1

Bi

(6)

The empirical correlation for irregularly shaped objects is written
as

E511S AL

V
21D F XS 3.56

a1
1.77D 1

12XS 3.56

a1
1.77D

a1
1.47

G (7)

where the functionX is given by

X~x!5
x

~2Bi!1.341x
. (8)

The pseudo-ellipse formula is considered the most superior among
the three models presented, as also stated by Hossaini et al.@19#,
and is used in the present study to determine the geometric shape
factors.

Three-Dimensional Irregular Products.When the axial~lon-
gitudinal! dimension is finite, then the diffusion process becomes
three-dimensional. In this case, geometrically irregular three-
dimensional products are considered to be represented by ellipsoid
having semi-axes ofL, a1L, anda2L.

The variational formula for this case becomes

E5

11
Bi

2

V

AL
1

Bi/2

111/a1
211/a2

2

. (9)

Similarly, the pseudo-ellipse formula becomes

E511

11
2

Bi

a1
21

2a1

Bi

1

11
2

Bi

a2
21

2a2

Bi

(10)

and the empirical correlation for the case of a prolate spheroid
(a151) is given by

E521S p2L

s2
21D H XS 3.56

a2
1.77D 1

12XS 3.56

a2
1.77D

a2
2.75

J (11)

and for the case of an oblate spheroid (a15a2)

E511S p1L

s1
21D H 2XS 3.56

a1
1.77D 1F12XS 3.56

a2
1.77D G S 1

a1
1.471

1

a1
2.75D J .

(12)
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wherep ands are the perimeter and area of the orthogonal cross-
section, respectively, andX is given by Eq.~8!.

The pseudo-ellipse formula appears to be the most practical of
the three models presented and therefore, is used in the present
study to determine the geometric shape factors.

The two special cases are of common interest. Many objects,
particularly food products, appear to have these two shapes.

(a) Prolate Spheroid, a151 (e.g., egg). The geometric shape
factor for a prolate spheroid is obtained using Eq.~10!:

E521

11
2

Bi

a2
21

2a2

Bi

(13)

(b) Oblate Spheroid, a15a25a (e.g., Hamburger). In this
case the shape factor from Eq.~10! is

E5112

11
2

Bi

a21
2a

Bi

. (14)

3 Results and Discussion
The two or three-dimensional irregular shaped objects is ap-

proximated such that they can be represented as an elliptical cyl-
inder or ellipsoid, respectively. Geometrically, there are three pa-
rameters to consider, namely volume, surface area and the
characteristic dimension~i.e., shortest distance from center to sur-
face of the object!. The representative model~elliptical cylinder or
ellipsoid! can be selected in such a way that two of the three
parameters are equal to those of the actual irregular shaped object.
There are three possibilities for approximation of the irregular
shaped objects:~1! model shape and irregular shaped object have
the equal volume and characteristic dimension;~2! model shape
and irregular shape have the equal volume and the surface area;
and ~3! model shape and irregular shape have the equal surface
area and characteristic dimension. Of these approaches, the first
method appears to be the best for transient processes. In conjunc-
tion with this, in the present study the model shape will be deter-
mined such that its volume and characteristic dimension are equal
to those of the irregular shaped object. In addition, if the irregular
product has a flat-plate surface, this will be considered as the
symmetry surface, so that the characteristic dimension will be
measured from this surface to the other outer surface in a perpen-
dicular direction to the symmetry surface.

As given in Eqs.~13! and ~14!, drying shape factors appear to
be function of Biot number and parametersa1 anda2 for multi-
dimensional objects. Long irregular shaped objects can be mod-
eled as infinite elliptic cylinders or half elliptic cylinders. As the

length increases, i.e., for large values ofa1 , the drying shape
factor decreases. The effect of the Biot number is not as signifi-
cant as fora1 .

Note that the drying shape factor varies as a function of Biot
number anda1 for various fixed values of parametera2 for ellip-
soid shape products. In general, asa1 anda2 increase a decrease
in drying shape factor is observed. This indicates that objects sub-
ject to drying that are elongated in one or two directions, dry
faster. The effect of the Biot number on the drying shape factor is
found to be less significant that the geometric factorsa1 anda2 .
The extreme case wherea15a251 corresponds to spherical ge-
ometry where the drying shape factor is equal to 3. On the other
hand,a15a2→` corresponds to the case of a slab, for which the
drying shape factor is equal to 1. The drying shape factors in all
the cases vary between these two extremes, i.e., between 1 and 3.

3.1 Experimental Data and Model Verification. Midilli
@23# conducted a large number of drying experiments on regular
and irregular shaped objects and provided drying data for five
different irregular shaped products. These included hamsi~a small
fish of anchovy type living in the Black Sea!, pollen, shelled pis-
tachio, unshelled pistachio and mammouth pumpkin. The experi-
mental drying data for these products are shown in Fig. 1. Expo-

Fig. 1 Experimental drying data and theoretical profiles for the
products. The correlations and their correlation coefficients for
the products are: FcÄ1.16554 exp „À0.00010t … and 0.95450 for
hamsi; FcÄ1.00870 exp „À0.00051t … and 0.98468 for pollen;
FcÄ1.14469 exp „À0.00017t … and 0.97813 for shelled pistachio;
FcÄ1.09184 exp „À0.00016t … and 0.98725 for unshelled
pistachio; and FcÄ1.06393 exp „À0.00031t … and 0.98595 for
pumpkin.

Table 1 Experimental data and theoretical predictions of drying times for several products

Product
Approx.
Shape

L
~m! G S Bi

D
~m2/s! Fc a1 a2 E

tpred
~s!

texp
~s!

%
error

Hamsi ellipsoid 0.00425 1.16554 0.0001 3.44 6.1611E-10 0.15 1.588 8.824 1.48 37206 34200 8.79
Pollen slab 0.00125 1.0087 0.00064 0.07 9.1437E-09 0.054 - - 1 9645 9576 0.722
Shelled
Pistachio

ellipsoid 0.0049 1.14469 0.00023 2.13 2.0667E-09 0.03 - - 2.5 17754 19800210.33

Unshelled
Pistachio

cylinder 0.0038 1.09184 0.00022 0.6 1.9375E-09 0.035 - - 2 20089 19800 1.462

Mammouth
Pumpkin

square 0.0025 1.06393 0.00035 0.3 3.804E-09 0.046 - - 1.5 7600 838829.389
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nential drying curves were fitted to obtain lag factor~G! and
drying coefficient~S!values, as detailed earlier@4–7#. The result-
ant equations are shown on the graph. These drying equations
provided the lag factor and the drying coefficients for the products
considered.

To verify the accuracy of the present model, theoretically pre-
dicted drying times were compared with the experimental, as
shown in Table 1. Firstly, the closest analytical shapes that would
represent the irregular shaped products were determined. Making
use of the characteristic length~L!, the lag factor~G! and the
drying coefficient~S!, relevant parameters such as Biot number
~Bi!, and moisture diffusivity~D! were calculated. The following
explicit relations were used for determining the Biot number and
drying coefficient@15#.

Bi5 0.0576G26.7 (15)

D50.0004S1.4531 (16)

In Table 1, the experimental drying time (texp) to achieve a
given centerline moisture content (Fc) is based on experimental
values and is obtained as outlined in previous work@6,16#. The
predicted theoretical drying time (tpred) for these products was
calculated using the present method and is given for comparison.
The discrepancy between the experimental and theoretical drying
times is also shown. The agreement is good in general, with the
error between the experimental measurement and theoretical pre-
diction being within610 percent. This error is due to measure-
ment errors and the assumptions made regarding the shape of the
product in the model.

Conclusions
Drying of irregular shaped multi-dimensional objects is very

common in practice. This paper has presented a study of an ana-
lytical method to determine shape factors and hence, drying times
of irregular shaped objects. The shape of the irregular two-and
three-dimensional objects considered were approximated by rep-
resentative elliptical cylinder and ellipsoid shapes, respectively.
The present model was verified by comparisons with experimental
drying times of several food products, namely hamsi, pollen,
shelled pistachio, unshelled pistachio and mammouth pumpkin.
The theoretical predictions show that the accuracy of the present
model was within the610 percent range.
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Nomenclature

a1 5 ratio of second dimension to the characteristic length
a2 5 ratio of third dimension to the characteristic length
A 5 area~m2!

A1 5 coefficient involvingm1 as given in Ref.@18#
Bi 5 Biot number (5hmL/D)
D 5 moisture diffusivity~m2/s!
E 5 shape factor
G 5 lag factor

hm 5 moisture transfer coefficient~m/s!
L 5 characteristic dimension~m!
p 5 perimeter of the orthogonal cross-section~m!

s 5 area of the orthogonal cross-section~m2!
S 5 drying coefficient~1/s!
t 5 time ~s!

V 5 volume ~m3!
x 5 parameter in equation~8!
X 5 function given by equation~8!

Fc 5 dimensionless centerline/average moisture content
m 5 root of characteristic equation
s 5 volume-area ratio (5V/A)(m)
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This is an investigation of turbulent film condensation on a hori-
zontal elliptical tube. The high tangential velocity of the vapor
flow at the boundary layer is determined from potential flow
theory. The Colburn analogy is used to define the local liquid-
vapor interfacial shear which occurs for high velocity vapor flow
across an elliptical tube surface. The results developed in this
study are compared with those generated by previous theoretical
and experimental results.@DOI: 10.1115/1.1603779#

Keywords: Elliptical Tube, Eccentricity, Turbulent Film
Condensation

Introduction
Film condensation was conducted by the pioneering investiga-

tor, Nusselt, who in 1916 investigated laminar film condensation
on vertical plates@1#. Shekriladze et al.@2# analyzed film conden-
sation on horizontal tubes under low velocity vapor flow condi-
tions, and subsequently some literature relating to research into
laminar film condensation on horizontal tubes was published, e.g.,
Refs.@3–5#. Yang and Hsu@6# analyzed the problem of combined
free- and forced-convection on a horizontal elliptical tube, with
particular reference to the effects of vapor shear and pressure
gradient. Although laminar film condensation has been widely dis-
cussed in published literature, it is worthwhile developing an un-
derstanding of turbulent flow condensation since, according to
Michael et al.@7#, condensate films may be partially turbulent at
high vapor velocities. Sarma et al.@8# assumed that condensate
film flow is under turbulent regime in the region away from the
upper stagnation point. He carried out theoretical research into
turbulent film condensation on a horizontal tube, and found that
his results were in good agreement with experimental data. How-
ever, other than the research of Sarma et al. there has been rela-
tively little recent investigation of the issues relating to turbulent
film condensation on horizontal elliptical tubes. Therefore, the
aim of this present study is to investigate turbulent film conden-
sation on an isothermal elliptical tube in terms of the local con-
densate film thickness and heat transfer characteristics, and to
compare the results obtained with previously published theoretical
and experimental data.

Description of the Physical Model
Consider a horizontal elliptical tube immersed in a downward

flowing, pure vapor. Condensation occurs on the wall of the tube,
and a continuous film of the liquid runs downward over the tube.
The physical model and the coordinate system adopted in this

study are shown in Fig. 1. The energy equation, heat balance
equation and force balance equation for the turbulent condensate
film are described by the following equations:

d

dy F S 11
«m

n
PrD dT

dy G50 (1)

d

df E
0

d

r ludy5
~12e2!K

~12e2 sin2 f!3/2hf g
a

dT

dyy50 (2)

tw2td2gd~r l2rn!sinf50 (3)

where the wall shear stresstw5r(n1«m)du/dyy50
The boundary conditions are described as

~1! at y50; T5Tw

~2! at y5d; T5Tsat (4)

These governing equations are subject to the following assump-
tions:

1. Turbulent region is far more than laminar region. Thus,
laminar region can be neglected.

2. Turbulent conduction across the condensate layer is more
significant than the convective term; thus, the convective
terms can be neglected.

3. Vapor boundary layer separation is neglected.
4. The eddy diffusivity for momentum«M is equal to that for

energy«H .

In turbulent region the semi-empirical equation which describes
heat transfer in the flow parallel to a moderately curved sur-
face may also be used to describe the heat transfer in the flow
parallel to an elliptical surface. Jakob@9# proposed the following
expression:

Nu5B Re0.8Pr1/3 (5)

According to Colburn analogy, the heat transfer factor can be
represented as follows:

f

2
5St Pr2/3 (6)
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Fig. 1 Physical model and coordinate system
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Combining Eqs.~5! and ~6! gives

f f5Bp Ren
20.2sinf (7)

where the value of constantB is 0.034, Ren5u`2a/nn , St
5Nu/Re Pr.

The local shear stress is defined by the relationship

td5
1

2
rnun

2 f f (8)

According to potential flow theory, the vapor velocity at the edge
of the boundary is given by

ue5u`~11A12e2!sinf (9)

Incorporating Eqs.~7!, ~8!, and~9! into Eq. ~3! to be rewritten
in the following form:

tw2
~11A12e2!2

2
rnu`

2 Bp Rev
20.2sin3 f2gd~r l2rn!sinf50

(10)

The following dimensionless variables, and equations are now
defined:

u* 5Atw /r u15
u

u*
T15

T2Tw

Tsat2Tw
y15

yu*

n l

Re* 5
Re1

Gr1/3 Re15
au*

n l
d15

du*

n l
Fr5

u`
2

ga

Gr5
ga3

n l
2

r l2rn

r l
(11)

The energy equation yields the following dimensionless energy
equation:

d

dy1 F S 11
«m

n l
PrD dT1

dy1 G50 (12)

Substitution of Eq.~11! into Eq.~2! and into Eq.~10! respectively
gives

d

df E
0

d1

u1dy1

5
12e2

~12e2 sin2 f! FCp~Ts2Tw!

hf gPr GGr1/3 Re*
dT1

dy1
y150

(13)

Re* 35Re*
~11A12e2!2

4

3
~12e2!20.2

~12e2 sin2 f!20.320.8pB
rn

r l
S n l

nn
D 20.2

3Gr1.4/6Fr0.9sin3 f1d1 sinf (14)

where sub cooling parameter S5Cp(Ts2Tw)/hf gPr, interfacial

shear parameterc520.8pBrn /r l(n l /nn)20.2Gr1.4/6.
The dimensionless boundary conditions of Eq.~12! are as

follows:

~1! at y150; T150

~2! at y15d1; T151 (15)

Further, the velocity profile of Eq.~13! can be obtained from the
following expression@8#:

S 11
«m

n D du1

dy1 51 (16)

The boundary condition is

u150 at y150

The eddy diffusivity distribution of Eq.~16!, which was presented
by Kato et al.@10# is given by following equation:

«m

n
50.4y1@12exp~20.0017y12!# (17)

Considering the condensation heat transfer, the heat transfer
coefficient is expressed as

Kl

]T

]yy50
5h~Ts2Tw! (18)

Obviously, the local Nusselt number can also be expressed as
follows:

Nu

Re1/25
Gr1/12

Fr1/4 Re*
dT1

dy1
y50

(19)

Further, the mean Nusselt number can be written as follows:

Num

Re1/25
1

p E
0

d1 Nu

Re1/2 df (20)

The dimensionless governing Eqs.~12–14!, subject to the relevant
boundary conditions, can be used to estimated1, Re* , and
Nusselt.

Fig. 2 Effect of eccentricity on local film thickness
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Results and Discussion
Figure 2 presents the relationship between the dimensionless

film thickness and different degrees of horizontal elliptical tube
eccentricity. When the semi-major axis remains a constant, it is
noted that the dimensionless film thickness increases as the eccen-
tricity decreases. Figure 3 presents the relationship between the
average heat transfer coefficient of the horizontal elliptical tube
and the sub-cooling parameter for different Froude values. The
eccentricity of the tube in question is 0.5. For any particular
Froude value, it will be seen that the mean Nusselt number de-
creases as the value of the sub-cooling parameter,S, increases.
However, for a constant value ofS, the mean Nusselt number is
dependent upon the Froude value, and will increase as the Froude
value increases.

Figure 4 provides a comparison between the present results and
earlier experimental and theoretical data for a horizontal elliptical
tube~eccentricitye50, e50.5). Observation of Fig. 4 shows that
the theoretical mean Nusselt Number calculated in the present
study is broadly similar to the results generated by Fujji, Man-
delzwing, Nobbs and Lee@3,11–13#in all range of vapor velocity

~i.e., 0.001,F,1000). However, it should be noted that the ex-
perimental data generated by Nicol and Wallace@14# is lower than
the present results in the case of high velocity vapor flow~values
of F below 0.01!. Figure 5 shows the variation in the theoretical
results of the Nusselt Number with vapor velocity for an elliptical
tube with differing degrees of eccentricity. It is noted that mean
Nusselt Number increases as eccentricity increases at low veloci-
ties (0.1,F,100). This result is in good agreement with the
results published by Yang@6#. However, at high velocity (F
,0.1), an increase in eccentricity leads to a decrease in the Nus-
selt Number. Therefore, under high vapor velocity conditions, the
actual velocity of the vapor is one of the most important factors in
determining the value of the average heat transfer coefficient.
Horizontal elliptical tubes with lower eccentricity have higher av-
erage vapor velocity, and as a result the heat transfer coefficient
is higher. Figure 5 also presents Honda’s@4# experimental results
for comparison purposes. It can be seen that there is a broad
similarity between the two sets of results at both low and high
vapor velocities.

Concluding Remarks
From the theory developed, the following conclusions can be

arrived at:

1. In the case of a horizontal elliptical tube with a vertical
semi-major axis immersed in a low velocity vapor flow, the
Nusselt Number is found to be principally affected by in-
creasing eccentricity, rather than by the vapor velocity. In-
creasing eccentricity results in higher Nusselt Numbers.
However, in the case of high vapor velocity flow, the actual
velocity of the flow is key in determining the value of the
average heat transfer coefficient. When the length of the
semi-major axis is maintained at a constant value and when
the horizontal elliptical tube has a lower degree of eccentric-
ity, higher average vapor velocities result in an increase in
the Nusselt Number.

2. The present results confirm that Colburn’s analogy may be
used successfully to estimate the liquid-vapor interfacial
shear at the interface for high velocity vapors condensing on
an elliptical tube.

3. The present results confirm Jakob’s theory that the semi-
empirical equation describes the heat transfer in a flow par-
allel to a plane or to a moderately curved surface may also
be used to describe the heat transfer in a flow parallel to an
elliptical surface in the turbulent region.

Nomenclature

a, b 5 length of semi-major, semi-minor axis of ellipse~m!
Cp 5 specific heat of condensate at constant pressure

~J/Kg.K!
e 5 eccentricity of ellipse,A12(b/a)2

Fr 5 Froude number
Gr 5 Grashof number
g 5 acceleration due to gravity~m/s2!

hf g 5 latent heat~J/kg!

Fig. 3 Effect of sub cooling parameter on average heat
transfer

Fig. 4 Comparison of present results with other data,
FÄ2Õ„SFr …

Fig. 5 Comparison of present results with other data

1196 Õ Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



k 5 thermal conductivity,~W/m.k!
Nu 5 Nusselt number

Num 5 mean Nusselt number
Pr 5 Prandtl number
Re 5 Reynolds number
S 5 sub-cooling parameter
T 5 temperature~K!

T1 5 dimensionless temperature
ue 5 velocity component in x-direction~m/s!
u` 5 the vapor velocity of the free stream~m/s!
u1 5 dimensionless velocity

x 5 coordinate measured distance along circumference
~m!

y 5 coordinate measured distance normal to the elliptic
surface~m!

y1 5 dimensionless distance

Greek Symbols

d 5 condensate film thickness~m!
d1 5 dimensionless film thickness

c 5 shear parameter
n 5 kinematic viscosity~m2/s!
r 5 density~Kg/m3!
t 5 shear stress~N/m2!
u 5 angle measured from top of tube
f 5 angle between tangent to tube surface and normal to

direction of gravity

Subscripts

l 5 liquid
sat 5 saturation

n 5 vapor
w 5 tube wall
d 5 vapor-liquid interface
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A Maximum Entropy Solution for a
Two-Dimensional Inverse Heat
Conduction Problem
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A solution scheme based on the maximum entropy method (MEM)
for the solution of two-dimensional inverse heat conduction prob-
lems is established. MEM finds the solution which maximizes the
entropy functional under the given temperature measurements.
The proposed method converts the inverse problem to a nonlinear
constrained optimization problem. The constraint of the optimiza-
tion problem is the statistical consistency between the measured
temperature and the estimated temperature. Successive quadratic
programming (SQP) facilitates the numerical estimation of the
maximum entropy solution. The characteristic feature of the pro-
posed method is investigated with the sample numerical results.
The presented results show considerable enhancement in resolu-
tion for stringent cases in comparison with a conventional
method. @DOI: 10.1115/1.1597613#

Keywords: Conduction, Inverse

1 Introduction
Inverse estimation of unknown conditions has been widely ap-

plied to various thermal problems. Such problems are referred to
as inverse heat conduction problem~IHCP!. Among the various
classes of IHCPs, the inverse estimation of unknown boundary
conditions is the one investigated most@1–3#.

Efforts have been made to overcome the difficulties encoun-
tered in obtaining the surface conditions of places in a solid where
sensors cannot be located or are even inaccessible. Such difficul-
ties arise frequently in many experimental situations@4#. For ex-
ample lack of space or environmental conditions can obstruct in-
stallation of thermal sensors. Moreover, presence of a thermal
sensor disturbs the boundary conditions. In such cases, solutions
of IHCPs can be utilized to perform reliable experimental analy-
ses. Recent applications include the re-entry of a space vehicle
@5#, heat transfer coefficient evaluation@6#, quenching of a mate-
rial process@7# and hyperthermia cancer treatment@8#.

As is in other inverse problems, the difficulties in IHCP are due
to its extreme sensitivity to measurement errors, which incurs in-
stability of inverse solutions. In order to overcome such instability
and to obtain a reliable inverse solution, a few numerical tech-
niques have been proposed. These include the regularization
method~RM! @3,9#, the sequential function specification method
~SFM! @3#, the space marching methods@10–12#, the conjugate
gradient method~CGM! utilizing the adjoint problem@2,13,14#,
and the mode reduction method based on filtering technique@15–
17#. A number of modifications for these methods have been made
in order to enhance accuracy and stability of inverse estimation.

1Current affiliation: Department of Mechanical Engineering Northwestern Univer-
sity, Evanston, IL, USA.
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For example, the function specification method has been com-
bined with the regularization method@3,18#, CGM incorporating
sequential schemes has been investigated@19–21#, and the mode
reduction method has been also combined with a sequential
scheme@22#. Despite such contributions made for better inverse
solutions, resolution improvement is limited with the existing
methods@23#. Especially for a case with abrupt changes in heat
flux, the conventional methods are not satisfactory in terms of
resolution. Thus, in order to achieve better inverse solution for
IHCP, the current study employs the maximum entropy method
~MEM!, which has shown distinguished resolution for many in-
verse problems@24–26#.

MEM aims to obtain maximum possible information from mea-
surement data with limited accuracy@24#. That is, if an inverse
solution is maximum entropy~ME! one, it is the most probabilis-
tically likely one among the candidates of many inverse solutions,
which are consistent with the measurement data. The entropy
functional that the current method desires to maximize takes a
logarithmic form and the constraint has a quadratic form. Conse-
quently, the solution procedure requires a nonlinear constrained
optimization. Such non-linearity gives rise to computational
difficulty.

Not many works about IHCP methods are based on ME prin-
ciple and it is still a maturing method. Ramos and Giovannini
applied ME principle to detect defects by estimating thermal con-
ductance using tomographic technique@27#. Lair et al. estimated
heat flux in die forging using MEM@28#. Muniz et al. solved a
retrospective IHCP@2#, whose unknown is an initial condition,
using MEM and Tikhonov regularization method. They compared
the results by both methods@29#. The ME solutions in that study
do not show noticeable improvement. The aforementioned three
works do not reveal any characteristic features of MEM such as
super-resolution or entropy concentration. Those works do not
address the procedure in determining the total sum of unknown
components that should be provided as an observed value for ME
estimation@25#. Furthermore, performing simply bounded uncon-
strained optimization with a fixed regularization parameter makes
them fail to obtain a true ME solution. That is, by such a method,
maximum state of the information entropy cannot be attained.
Recently, Kim and Lee proposed a ME-based solution method for
one-dimensional IHCPs with unknown heat flux@30#. In the ref-
erenced work, several generic features of MEM including remark-
able resolution improvement were found.

In this study, a two-dimensional IHCP is solved using MEM.
MEM seeks an inverse solution that simultaneously achieves
maximum state of the information entropy and consistency with
temperature readings. The successive quadratic programming
~SQP! is employed as a solution method for the optimization
problem@31#. SQP is a general and powerful method for gradient-
based constrained optimization problems. SQP has already been
applied to MEM in other fields successfully@32,33#. In order to
investigate solution behavior in two-dimensional IHCPs, recon-
struction of a space- and time-varying heat flux is carried out for
different measurement error levels and heat flux forms. The results
obtained by the proposed method are compared with the results by
a conventional method.

2 Problem Statement

Direct Problem. The problem in the study considers Fourier
heat conduction inside an arbitrary isotropic solid domain,R, as
illustrated in Fig. 1. The governing equation for temperature
T(r, t) where r is a position vector over the domainR, andt is
time (0<t<t f), is describes as

C
]T

]t
2¹•l¹T50, in R. (1a)

Here, C and l are the volumetric heat capacity and the thermal

conductivity, respectively. The corresponding conditions for the
top, left, bottom, and right boundariesA1 , A2 , andA3 , respec-
tively are specified as follows:

l
]T

]n1
5 f ~r, t !, on A1 , (1b)

l
]T

]n2
5h@T`2T~r, t !#, on A2 , (1c)

l
]T

]n3
5q9~r, t !, on A3 , (1d)

whereh, T` , andq9 denote the heat transfer coefficient and the
ambient temperature, respectively, for the lower surface. The heat
transfer coefficient is well known in many engineering situations
as a result of accumulated research for the last several decades
@34#. In addition, initially the domain is maintained at a uniform
temperature that

T~r,0!5To , in R. (1e)

A direct solution of the problem gives temperature as a function of
location and time for given initial and boundary conditions assum-
ing the surface heat fluxf (r, t) known. Thus, temperature esti-
mated for a particular functionf (r, t) can be denoted asT(r, t; f ).

Inverse Problem. Through inverse analysis, the unknown
condition which is consistent with temperature observation can be
estimated. Usually, multi-dimensional inverse problems with in-
side measurements employing many sensors are not very practi-
cal. Embedding sensors inside a solid body is not an easy task.
Besides, sensor itself can affect the heat conduction. Thus, this
study assumes measurement on the boundary only. Thanks to re-
markable advances in the thermal imaging technique, accurate
temperature distribution on a solid surface can be acquired as a
continuous function@35#. This non-contact non-destructive ther-
mometry technique has been used widely for remote measure-
ments of the temperatures of both static and moving surfaces, and
can perform a lot of tasks that standard sensors such as thermo-
couples and resistance temperature detectors~RTD! cannot. In
heat transfer experiments, the infrared thermo-graphic technology
@36# and the liquid crystal image method@37# have been em-
ployed. Especially, the infrared thermo-graphic technology facili-
tates simple instrumentation and sensitive measurement~up to
0.05°C!. Its detail about instrumentation and application is de-
scribed in @38#. An inverse estimation method utilizing such a
measurement technique has been already applied to a real-
world problem @39#. A comprehensive review of the thermal
imaging technique in the heat transfer research can be found
elsewhere@40#.

Fig. 1 Overview of the considered inverse problem
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The temperature measured on the lower surface can be ex-
pressed as a continuous functionY(r, t). If no error is included in
the measured temperature, the inverse solution can be obtained by

find f ~r, t ! such thatT~r, t; f !5Y~r, t ! on A2 (2)

However, measured data in actual experiments involve errors to a
certain degree. The above statement may not determine the un-
known heat flux in a stable manner due to the ill-posed nature of
inverse problems@2,3#. Thus, as widely used, consistency between
measured and computed temperatures is represented by the fol-
lowing residual functional@2,14#.

J~ f !5E
0

t f

(
k51

P

@T~r k ,t; f !2Y~r k ,t !#2dt (3)

where r k is the kth measurement location onA2 and P is the
number of measurements for a given time. If a constant error level
throughout the measurement is assumed, the following expression
is admissible@13,14#.

T~r k ,t; f !2Y~r k ,t !>s, on A2 (4)

where s is the standard deviation of the temperature measure-
ment. Then, the target value of the residual becomes

J5s2t f P (5)

Practical inverse methods for IHCP acceptf (r, t) approximately
satisfying Eq.~5! as an inverse solution. Let us refer to such a
solution as a feasible solution and refer to the above equality~Eq.
~5!! as a feasibility condition. A feasible solution is regarded as a
solution that is statistically consistent with the measurement data.
Most conventional methods such as RM, SFM, and CGM can
achieve a feasible solution without difficulty.

Even with the identical temperature readings, the achieved so-
lution can vary according to the selection of the method. In other
words, the solution is not unique but is just one of the feasible
solutions. The conventional methods can provide similar but dif-
ferent solutions for the identical IHCP. However, in terms of ac-
curacy, the solution that is closer to the exact solution is preferred
to other feasible solutions. A postulation can be made such that a
unique solution exists among the feasible solutions which is most
probabilistically likely under given measurement data. Therefore,
it is required to reformulate the inverse problem to seek such a
solution. This study introduces the maximum entropy method
~MEM! to IHCP in order to obtain such solution. The way that
MEM achieves the most probabilistically likely solution and the
manner in which MEM is implemented for IHCP are presented in
the following section.

3 Maximum Entropy Method
As previously stated, the inverse problem is reformulated to

seek the most likely solution using MEM. Here, the maximum
entropy principle is introduced, and the inverse problem is stated
in the form of a nonlinear constrained optimization. Conventional
methods for IHCP such as CGM can be regarded as unconstrained
optimizations, which aim to achieve the feasibility condition~or
discrepancy principle@2#! only. On the other hand, the current
optimization problem considers the entropy functional as an ob-
jective function and the feasibility condition given by Eq.~5!
becomes a constraint. This feature enforces IHCP to be reformu-
lated into a nonlinear constrained optimization problem.

Maximum Entropy Principle. The present inverse problem
considers the determination ofM equivalent heat flux components
usingP temperature readings per single time step duringN time
steps. A total ofU[P3N measurement data are utilized for es-
timation of W[M3N, heat flux components.

ConsiderW identical partitions. In theith partition, a number of
quantized heat flux,f i , is stored. It is known that the maximum
state of the likelihood based on the probability of quanta distribu-
tion is achievable by@41#

maximize H~ f![2(
i 51

W

f i ln
f i

F
, (6)

where f5 $ f 1 , f 2 , . . . ,f W% and the total number of heat flux
quantaF is given by

F5(
i 51

W

f i (7)

Here, H is called the information entropy@42#. Generally, the
entropy in an isolated system never decreases, i.e., spontaneously
tends towards the maximum value possible. In other words, since
MEM reflects such property of nature, it searches the most natural
solution rather than the smoothest solution. As a result, MEM
enables us to minimize additional assumptions and information.
Above all, the most notable merit of MEM is that the enhance-
ment of resolution and the suppression of noise are achieved at the
same time. A detailed and comprehensive review of the character-
istics of MEM can be found elsewhere@24#.

Optimization Problem. Generally, a nonlinear equality con-
straint like Eq.~5! is difficult to satisfy. Hence, it is replaced by a
more tolerable criterion as follows:

uJ2Us2Dtu<d (8)

where time stepDt is given byDt5t f /N. Here,d is selected by
assuming constant sampling intervals in time and space consider-
ing the total number of temperature readings,U @43#.

d5A2Us2Dt (9)

This value makes Eq.~8! equivalent to the similar expressions
used in previous studies@2,3#. The optimization problem for de-
sired ME solution for the prescribed IHCP is as follows:

maximize the objective functionH(f)
subject to nonlinear equality constraint

C1~ f![J2Us2Dt50 (10)

with the maximum violation ofd
linear equality constraint

C2~ f![(
i 51

W

f i2F50 (11)

Bounds

0, f i<F (12)

Here, the inequality constraint given by Eq.~8! is treated as an
equality constraint of the optimization problem by settingd as the
maximum violation of the equality constraint. The corresponding
Lagrangian function can be written as

L5H2LnCn , n51,2 (13)

whereCn denotes the constraints, andLn is the Lagrange multi-
pliers corresponding to each constraint. It is noted that the total
sumF and the standard deviations are to be known prior to the
above optimization. In summary, MEM in this study aims to seek
a unique profile of heat flux under the assumption that the maxi-
mum state of likelihood is obtained via maximizing the entropy
functionalH. In order to obtain a reliable ME solution, a suitable
optimization method, which can handle nonlinearity ofH andJ, is
essential. Detailed solution strategy is described in the following
section.
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4 Solution Procedure
The current approach requires more computational efforts com-

pared to the conventional methods due to the requirement of the
constrained optimization. Furthermore, the evaluation of the en-
tropy functional requires the total sumF of the heat flux compo-
nents f i to be known a priori. In most cases, it is impractical to
acquire the total sum in advance as provided data. In order to
evaluate the total sum and give an initial guess for ME estimation,
the conjugate gradient method~CGM! is utilized. CGM is based
on the adjoint formulation, which facilitates the evaluation of the
gradient in an efficient manner by solving the adjoint problem@2#.
The solution of the adjoint problem also provides the gradient
required during ME estimation.

In summary, the current approach is comprised of two compu-
tational phases. The first phase achieves a feasible solution by
CGM. The second phase starts with the result of the first phase as
an initial guess. In the present study, the successive quadratic
programming~SQP! is adopted to perform the optimization for
the second phase. Both phases require the numerical evaluation of
temperatureT(r, t; f ). This work employs the finite volume
method with Crank-Nicolson scheme for numerical discretization
of the governing equation@44#.

First Phase. A preliminary analysis is performed to provide
the total sum and a proper initial guess for ME estimation. Thanks
to the energy conservation the conventional inverse estimators for
IHCP are capable of evaluating the total of the heat flux compo-
nents (F5( i 51

W f i) with acceptable accuracy despite some local
biases@45#. As stated earlier, CGM is employed for the first phase.
CGM utilizes the adjoint formulation of which essence is that the
gradient is evaluated by solving the adjoint problem and the step
size along the conjugate direction is determined utilizing the so-
lution of the sensitivity problem without having to perform ex-
haustive line search. The adjoint formulation for multidimensional
IHCPs has already been derived in complete and sound form by
Jarny et al.@14#. Kim et al. have showed a complete ME based
formulation using CGM for a one-dimensional IHCP@46#. Thus,
the adjoint formulation is not repeated here.

Second Phase. In order to perform the prescribed nonlinear
constrained optimization, the successive quadratic programming
~SQP! is utilized @31#. SQP searches the desired optimum by re-
peating the following three steps consecutively:~i! approximation
of the Lagrangian function in the quadratic form and the con-
straints in the linear form;~ii! determination of the search direc-
tion; and~iii! control of the step length along the search direction
with a proper penalty. SQP requires evaluation of the Hessian
matrix and the gradient vector ofH andJ. As noted, the gradient
vector ofJ can be obtained by solving the adjoint problem. How-
ever, the Hessian matrix ofJ is not easy to evaluate. Sometimes, it
is an impractical task. In such cases, the Hessian matrix ofJ is
approximated by the Broyden-Fletcher-Goldfarb-Shanno~BFGS!
update formula@31#. It ensures the positive definiteness of the
Hessian matrix and the convergence of the solution procedure. On
the other hand, the evaluation of gradient vector and the Hessian
matrix of H are rather straightforward.

¹H52S ln
f i

F
11D , i 51, . . . ,W (14)

¹¹H52
1

f i
d i j , i 51, . . . ,W, j 51, . . . ,W (15)

whered i j is Kronecker delta. Since the Hessian matrix is diagonal
and negative-definite as shown above, a uniform convergence can
be achieved. Convergence is checked by the following criterion.

Hk112Hk

Hk
,« (16)

wherek indicates the number of iterations and« is chosen to be
1023. In this study, SQP is implemented by an existing computer
code, CFSQP@47#. It is slightly modified to allow¹¹H to be
evaluated by Eq.~15! and to accommodate the above convergence
criterion.

Fig. 2 Overview of the inverse problem in the test cases

Fig. 3 Noisy measurement data „sÄ0.1°C… for single impulse
heat flux: „a… over time and space domain; „b… time-varying
measurement data at xÄ0.35 and xÄ0.65

1200 Õ Vol. 125, DECEMBER 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



5 Result and Discussion
A few test cases are presented to verify the stability and accu-

racy of the proposed method. The prescribed two-dimensional
IHCP is investigated with computational results. The heat fluxes
estimated with MEM are compared with the heat flux estimated
using CGM. First, the impulse tests are performed for single
impulse and multiple impulses. Second, the method is tested for
rectangular heat flux. Finally, the sinusoidal heat flux case is
investigated.

Problem Specification for Test Cases. The domain of inter-
est in the test cases is aa3b two-dimensional slab, which is
shown in Fig. 2. The position vectorr is given byr[ $x,y% where
x (0<x<a) andy (0<y<b). As a result, the temperature read-
ing Y(r, t) and the unknown heat fluxf (r, t) become functions of
x, Y(x,t) and f (x,t), respectively. The space domain is dis-
cretized by uniformP3P equi-spaced nodes and the time domain
is discretized by a constant stepDt. The upper surface (A1) is
subject to unknown time-varying heat flux while the lower surface
(A2) is under convective heat exchange. At the same time, tem-
perature scanning is conducted to obtain the surface temperature
over the lower surface. The unknown heat flux is to be estimated
from the scanned temperature. Other sides (A3) are thermally in-
sulated. If not specified, the values used in the test cases are given
as a50.1 m, b50.01 m, Dt51 s, h510 W/m2°C, T`50°C,
To50°C, q950 W/m2, M520, andP521. The case study con-
siders homogeneous isotropic slab made of AISI-304 steel with
constant thermophysical properties~l514.311 W/m°C andC

53.567323106 J/m3°C). The heat flux components are estimated
on the line connecting two adjacent surface nodes in order to treat
each heat flux component equivalently in the information entropy
formulation.

Measurement Data Generation. Test cases have been con-
ducted using artificially generated measurement data with and
without errors. The measured temperature forkth nodal point on
the lower surface andmth time step with artificially embedded
errors is expressed as follows.

Ym
k 5T~xk,0,tm ; f e!1sr m

k (17)

where r m
k is a normally distributed random variable with zero

mean and unit standard deviation. The random variable is gener-

Fig. 4 Heat fluxes estimated with „a… CGM and „b… MEM using
exact measurement data for single impulse heat flux Fig. 5 Heat fluxes estimated with „a… CGM and „b… MEM using

noisy measurement data „sÄ0.1°C… for single impulse heat flux

Table 1 Estimated deterministic biases, D1 and D2

Case D1 MEM D1 CGM
D2 MEM
~W/m2!

D2 CGM
~W/m2!

Impulse Case~1! 0.527 0.657 2618.2 3271.5
Impulse Case~2! 0.538 0.813 2660.4 4864.8
Impulse Case~3! ¯ ¯ 5307.5 9423.2
Impulse Case~4! 0.845 0.949 3616.5 4019.2
Rectangular Case ¯ ¯ 13723.3 17621.6
Sinusoidal Case ¯ ¯ 2420.5 983.6
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ated by the IMSL® C function randomInormal @48#. The exact
data are obtained by numerical computation when the exact heat
flux f e is applied.

Deterministic Bias Measure. Accuracy of an inverse method
can be evaluated by the deterministic biases, which is calculated
by @19,45#

D15
12 f̄ o

f o
(18a)

D25A 1

M ~N21! (i 51

N

(
j 51

M

@ f ~xi ,t j !2 f e~xi ,t j !#
2 (18b)

where f̄ o is the estimated impulse magnitude, andxi and t j are
discrete point and time of each heat flux component, respectively.
Sum of squares of errors in measured and estimated temperature
on A2 is not calculated since the feasibility condition is always
enforced.

Note that the variance test@45# cannot be carried out using
MEM since it can be only applied to a positive information recov-
ery @30#. This is evident in the logarithms involved in the entropy
representation. The sign of the estimated heat flux for single non-
zero temperature reading will change somewhere in the domain.

Heat Flux With Impulses. When the heat flux on the top
surface is concentrated within narrow interval in the space and
time domains, such heat flux can be regarded as a thermal im-
pulse. This case provides important insights into the deterministic
nature for an inverse estimator@45#. The impulse heat flux is
expressed as follows:

f ~x,t !5H f o x̄r2w/2<x< x̄r1w/2, t̄ r2p/2<t< t̄ r1p/2

for r 51, . . . ,Nr

0 elsewhere
(19)

where f o5105 W/m2, w50.005 m, t f530 s, andp51 s. The
spot and time of the impulse are denoted byx̄r and t̄ r , respec-
tively. The impulse test includes three different numerical experi-
ments: ~1! single impulse test with exact measurement (Nr51,
x̄150.0325 m, t̄1510 s, s50°C!; ~2! single impulse test with
noisy measurement (Nr51, x̄150.0325 m, t̄1510 s, s50.1°C!;
and ~3! multiple impulses test with noisy measurement (Nr54,
x̄15 x̄250.0325 m, t̄15 t̄2510 s, x̄35 x̄450.0675 m, t̄35 t̄4
520 s,s50.1°C!. The measurement data for case~2! is shown in
Fig. 3~a!. Severe impairment in measurement data can be ob-
served. Figure 3~b!shows the exact and noisy measurement data
at x50.35 andx50.65. As can be seen, the measurement error
level given bys50.1°C poses a stringent case because the ap-

Fig. 6 Heat fluxes estimated with „a… CGM and „b… MEM using
noisy measurement data „sÄ0.1°C… for multiple impulse heat
fluxes

Fig. 7 Heat fluxes estimated with „a… CGM and „b… MEM using
noisy measurement data „sÄ0.1°C… for single impulse heat
flux. Underdetermined case with fewer sensors „PÄ11 and M
Ä20….
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proximate temperature rise is 0.6°C. Figure 4 display the compari-
son between the results of CGM and MEM for the first case. Both
cases fail to recover the original impulse exactly. However, MEM
achieves obviously better solution as shown. Such a trend is
clearly evidenced by the result of the second case as can be seen
in Fig. 5 and Table 1. The results by MEM with exact and noisy
data are nearly indistinguishable while the results by CGM are
noticeably different. Such remarkable resolution of MEM is
termed as super-resolution, which is known to be one of the char-
acteristic features of MEM@24#. Another result can be seen in Fig.
6, which presents the recovery of multiple impulses. Similar trend
is observed in this result.

Figure 7 show results for an underdetermined case with 11 tem-
perature readings and 20 unknown heat flux components. All other
conditions are remained same as in case~2!. The result for MEM
provides better resolution as shown in the figure and Table 1. It is

well known that MEM is excellent for incomplete data recovery,
especially in the case of image reconstruction@24,25#. Such ex-
cellence is proven also for IHCP here.

Rectangular Heat Flux. The developed method is tested for
rectangular heat flux of the form

f ~x,t !5H f o 0.035 m<x<0.065 m, 10 s<t<35 s

0 elsewhere
(20)

where f o5105 W/m2 and t f545 s. Figures 8~a–c! shows the ex-
act heat flux, which is estimated by MEM and CGM. Noticeable
resolution improvement is observed for the result with MEM.
However, the enhancement in resolution is not so apparent as in
the impulse test. The presented ME estimation is achieved at the
expense of more than twenty times the computational cost of the
compared estimation as specified in the figure. Computations are
performed on a PC equipped with an Intel Pentium II® CPU. This
higher computational cost is due to the nonlinear constrained op-
timization. Hence, some trade-off between resolution and compu-
tational cost should be made according to situations encountered.

Fig. 8 „a… Heat fluxes estimated with „b… CGM and „c… MEM
using noisy measurement data „sÄ0.1°C… for rectangular heat
flux

Fig. 9 Heat fluxes estimated with „a… CGM and „b… MEM using
noisy measurement data „sÄ0.1°C… for sinusoidal heat flux
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Sinusoidal Heat Flux. This case considers estimation of a
sinusoidal heat flux form, which can be regarded as a representa-
tive form with smooth heat flux variation. The exact heat flux for
this case is of the form

f ~x,t !50.25f o@sin~2px/a20.5p!11# bsin~2pt/t f20.5p!11c
(21)

where f o5105 W/m2 and t f545 s. Figure 9 shows the exact heat
flux and estimated heat fluxes by MEM and CGM. As displayed,
CGM depicts the original heat flux more accurately. This is due to
the smooth functional form of the original heat flux. The ME
estimation performs over-resolving in this case by losing oppor-
tunity of suitable smoothing, which is a negative aspect of super-
resolution. CGM seems to be appropriate for reconstructing the
object with mild curvature overall. Thus, a rough inference that
MEM is more effective for heat flux form with sharp changes and
impulses can be made. Why MEM shows such nature is well
explained by Donoho et al.@49#. They have explained this nature
with the nearly blackness theory that MEM is worth applying to
recovery of nearly black objects. Here, nearly black means that
the values to estimate are mostly zero over the domain except for
some locations. As shown in the presented results, the nearly
blackness theory is considered applicable to an IHCP.

6 Conclusion
The maximum entropy method~MEM!, which seeks the most

likely solution among the feasible inverse solutions, is investi-
gated for a two-dimensional inverse heat conduction problem. The
inverse heat conduction problem is reformulated for MEM and the
solution method using the successive quadratic programming
~SQP!is proposed. The result is remarkably improved for impulse
heat flux compared with the result by CGM. The result for rect-
angular heat flux also presents considerable improvement. Sharp
edges are well represented using MEM. The maximum entropy
estimation for sinusoidal heat flux shows no enhancement despite
higher computational cost. In summary, the maximum entropy
method is verified effectual in improving inversion accuracy for
heat fluxes with impulses or sharp edges. This result is well ex-
plained by an existing theory called nearly blackness theory.
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Introduction
This discussion responds to the recently published commentary

presented by Webb@1# in this journal. Several simple, but impor-
tant misrepresentations were made in his commentary about the
flow pattern/flow structure flow boiling model of Kattan et al.
@2–4# and all four other prediction methods@5–8# he discusses,
creating confusion in the state-of-the-art and perpetuating his mis-
conceptions about these flow boiling models. In fact, it is quite
surprising that his comments about the paper by Kattan et al.
@2–4# survived a peer review, given that they received the ASME
1998 Heat Transfer Division Best Paper Award for their work.
While it is essential to expose new methods to critical and objec-
tive examination, on the other hand purposely incorrect or unin-
formed comments are not appropriate and hence that is what I
would like to set straight below for the heat transfer community.

Correct Heat Flux to be Used in Flow Boiling
Correlations

Regarding@1#, Webb’s thesis is that in a flow boiling model
describing intube evaporation, the nucleate boiling contribution
~through the nucleate boiling heat transfer coefficient! should be
calculated in a nucleate boiling correlation using the residual heat
flux, that is the total heat flux at the wall minus that taken away by
the two-phase convection or the so called convective boiling heat
flux. He refers to several published sets of flow boiling data mea-
sured under nucleate boiling dominated conditions and under con-
vective boiling dominated conditions as his proof for this thesis.
Clearly, for nucleate boiling dominated test conditions, the nucle-
ate boiling mechanism dominates and hence the total heat flux can
be used for calculating the nucleate boiling heat transfer coeffi-
cient since the convective boiling heat flux is negligible. Further-
more, it is self evident that for convective boiling dominated test
conditions, it does not make much difference what heat flux is
used to calculate the nucleate boiling heat transfer coefficient,
since it is in any case negligible. Between these two extremes,
neither mechanism is dominant. Following the asymptotic ap-
proach widely and successfully employed by Churchill and others
in numerous single and two-phase processes, each heat transfer
coefficient of the contending mechanisms is calculated separately
at the local conditions~that is, at the local total heat flux in the
present case for nucleate boiling! and are then combined together
using an asymptotic law with a selected exponent. It should be
noted that the asymptotic approach is itself empirically based and
experience shows that it works well.
This asymptotic approach is in fact what Steiner and Taborek@8#
applied so nicely in the flow boiling method they presented for
vertical tubes, evaluating a very large, diversified database and
finding the best exponent for their asymptotic model to be 3.
However, they did not calculate their nucleate boiling heat transfer

coefficient based on (Tw-Tsat) nor based on the residual heat flux,
which is what Webb claims to support his thesis. In fact, Steiner
and Taborek used the total heat flux just like in the other methods
@4–8# enounced by Webb. This fact is evident by simply referring
to their example calculation presented in@8# where the local de-
sign heat flux of 60 kW/m2 is directly input to their nucleate
boiling correlation or to their Eq.~3a!, defining their flow boiling
heat transfer coefficient obtained from their asymptotic equation.
Secondly, Steiner and Taborek did not use the Gorenflo@9# nucle-
ate pool boiling correlation as Webb incorrectly claims. In fact,
they used a Gorenflo-like nucleate pool boiling correlation of their
own, something they stated quite clearly to avoid confusion, that
used different standard reference conditions, different standard
heat transfer coefficients and an additional residual correction fac-
tor based on the molecular weight of the fluid; refer to Chapters 4
and 7~and Tables 4.3 and 7.5! in Collier and Thome@10# to see
the two different sets of tabular values, conditions and methods.
Hence, Webb misrepresents simple facts in the literature to try to
support his residual heat flux thesis.

Proceeding to a physical view point of the situation at flow
boiling conditions with significant contributions of both nucleate
boiling and convective boiling, the surface of the tube must be
covered by a layer of closely packed growing and departing
bubbles. Hence, all the heat flux must first pass from the heated
wall through this ‘‘nucleate boiling layer’’ of bubbles attached to
the heated wall, where some of it is converted to latent heat, and
the remaining heat flux flows out towards the vapor-liquid inter-
face where convective evaporation converts liquid into vapor.
Hence, the nucleate boiling process sees the total heat flux, not the
residual heat flux. It is not physically clear how the convective
boiling heat flux could circumvent the nucleate boiling layer on
the wall packed with bubbles, which is Webb’s thesis, without first
being made available to the nucleate boiling process. This physi-
cal situation is also similar to the nucleate pool boiling process
taking place in an otherwise stagnant pool, where only a fraction
of the heat is absorbed by the bubbles at the surface and the rest
departs in the rising superheated liquid; here, again, the total heat
flux is used to calculate the local nucleate boiling heat transfer
coefficient, not the residual latent heat flux. In contrast, Webb
presented no physical interpretation of this process to support his
thesis.

Literature Ignored in Commentary
In an additional attempt to support his thesis and discredit a

flow boiling model counter to it, Webb states that ‘‘the Kattan
et al. correlation was based on a small refrigerant data base.’’ In
their original three-part publication, 702 flow pattern observation
data points were obtained in@2# while 1141 flow boiling heat
transfer coefficients were reported in@3# and used in the Kattan
et al. heat transfer model in@4#. Their database covered five re-
frigerants~R-134a, R-123, R-502, R-402A, and R-404A! and a
wide range of mass velocities~100–500 kg/m2s!, pressures~1–9
bar! and vapor qualities~0.15–0.98!, in particular with numerous
data at high vapor qualities and in stratified-wavy flow that are the
most difficult to predict. In citing this work for an award, the
ASME Heat Transfer Division must have considered this to be an
exemplary database. Relative to state-of-the-art in 2002 when
writing his comments, Webb also ignored numerous new additions
to the database, appearing after peer review in widely cited jour-
nals. For example, in 1998 in@11# the database was extended to
include R-407C with its mixture effects, additional R-134a data,
and even to refrigerant-oil mixtures up to 50 percent wt percent
oil ~achieved by only introducing the local liquid viscosity of the
refrigerant-oil mixture into the model without any changes to the
heat transfer equations!. In 1999 in theJ. Heat Transfer, Zu¨rcher
et al. @12# presented a large new heat transfer database for evapo-
ration of ammonia in a stainless steel tube at numerous mass
velocities and showed the same heat transfer model still worked
without change, only making minor fixes to the flow pattern map
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using the new database that went to very low mass velocities
~down to 20 kg/m2 s!, along with a largely successful comparison
to an older, independent ammonia database. In 2000, Zu¨rcher
et al. @13# presented a new general version of the Steiner-Taborek
onset of nucleate boiling criterion to use in their model to distin-
guish the heat flux threshold at which nucleate boiling ceases to
occur, extending the ammonia heat transfer database to 11 mass
velocities to look also at the flow transition effects. In an indepen-
dent study in 2001 in another widely read journal, Kabelec and de
Buhr @14# found that their ammonia flow boiling data agreed quite
well with the Kattan et al. heat transfer model. In early 2002,
Zürcher et al.@15,16# presented new developments on the flow
pattern map and heat transfer model. Hence, the original ‘‘small
refrigerant database’’ that by the year 1999 included seven fluids
plus refrigerant-oil mixtures is actually a huge database, all gone
missing in his commentary in 2002. It is true, and we have stated
this, that for the most part we have avoided including other flow
boiling data measured using electrically heated tubes, which we
do not think are appropriate for stratified types of flows.

More recently, R-22 and R-410A have also been added to the
database behind this method in@17# and also the maverick fluid
CO2 over a very wide range of reduced pressures@18#, i.e., cur-
rently a total of 10 fluids plus oil mixtures. We have also recently
submitted for review a two-part paper in which we compare the
void fraction model we use in our heat transfer model and flow
pattern map to about 250 time-averaged void fraction measure-
ments~very good results!based on processing 227,000 dynamic
void fraction images using a new measurement technique, images
now being newly processed to provide experimental data on the
dry angle around the upper tube perimeter in stratified-wavy
flows. Furthermore, our sister method for in tube condensation,
based on the same basic approach used in our flow boiling model,
has recently been completed, covering a database of 15 fluids
from 9 independent laboratories@19,20#, and captures 85 percent
of the heat transfer data to within620 percent.

In summary, this two-phase flow pattern, simplified two-phase
flow structure approach has shown promise over the years and,
being realistic, has the potential to continue to evolve and improve
to attain higher accuracies and reliability as we and others learn
more about the influence of two-phase flows on flow boiling heat
transfer. This flow pattern/flow structure type of heat transfer
model so far appears to be a sound, unified approach to predict
local two-phase heat transfer coefficients for both evaporation and
condensation that also correctly captures the trends in the data
quite well too. Notably, our two-phase flow pattern, simplified
two-phase flow structure papers reflect an attentive reading and
referencing of the state-of-the-art in heat transfer and two-phase
flow published by others.
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There was no attempt on my part to discredit any of the cited
models. Rather, the intent was to focus on two key points:

1. That the foundation of the flow boiling model originally
proposed by Chen~1966!and extensively used later by other
correlation developers, clearly states that the F-Factor
should be dependent only on ‘‘hydrodynamic’’ parameters
and should be independent of heat flux. Hence, the nucleate
boiling contribution should be calculated from an appropri-
ate pool boiling correlation at the system (Twall2Tsat)—not
at the total system heat flux.

2. The four cited correlations do not follow the basic model
structure proposed by Chen. Hence, the reader should be
very careful in using the cited correlations. For the cited
correlations, the nucleate boiling contributionmust be cal-
culated at the total system heat flux. Otherwise errors will
result.

After reading Prof. Thome’s discussion, I stand on the commen-
tary made in my Technical Note. My reference to the generic
Chen model is not limited to the ‘‘superposition model’’ which he
published in 1966. As stated in my Technical Note the generic
Chen model is meant to be a class of models, for which the
F-factor is independent of heat flux and the exponent ‘‘n’’ is cho-
sen to best fit the data. I believe that the concept of an F-factor
that depends only on hydrodynamic parameters and is indepen-
dent of heat flux is a sound and rationally based concept, which
has been applied by a many correlation developers. As stated in
my Technical Note, there is very strong support for the Chen
proposal that the F-factor is independent of heat flux, as shown in
data reported by Kenning and Cooper~1989!, Wadekar~1990!,
and Cornwell and Scoones~1988! and Cornwell and Scoones
~Proc. 2nd UK Heat Transfer Conf., V-1, 21–32, 1988!. The

second group of models, as cited in the Webb Technical Note and
amplified in the Thome discussion teach in opposition to the Chen
concept. Further, I believe that a flow boiling model that calcu-
lates the nucleate boiling contribution at the total system heat flux
lacks a rational basis and is inconsistent with the experimental
findings of Kenning and Cooper~1989!, Wadekar~1990!, and
Cornwell and Scoones~Proc. 2nd UK Heat Transfer Conf., V-1,
21–32, 1988!. Interested readers may wish to read the Webb and
Gupte~1992!survey paper, which provides a detailed discussion
of the foundation of convective boiling models that existed up to
1992.

The key purpose of my Technical Note was to emphasize that
the four cited correlations fall within a different class of models
than the concept proposed by Chen. We felt it important that the
reader~and user of such correlations! clearly understand that a
different ‘‘rule’’ is used to calculate the nucleate boiling compo-
nent for the four cited correlations. Without strict specification and
clear understanding of how to calculate the nucleate boiling com-
ponent for each of the two ‘‘classes’’ of models, mistakes in ap-
plication of the correlations will exist.

My comment concerning the size of the data base used in the
Katten et al. correlation were not intended to be critical. We sim-
ply stated what is reported in Katten et al.~1998!that the database
is for five refrigerants and contains 702 data points. The size of
their database is small, relative to those used by Steiner and
Taborek or Liu and Winterton. The Steiner and Taborek data base
had 10,152 points for water, plus 2362 data points for four refrig-
erants, seven hydrocarbons, NH3 , N2 , H2 , and He. The Liu and
Winterton database has 5549 data points for eight fluids~including
four refrigerants!.

Prof. Thome has argued that the one should calculate thehnb in
the Steiner and Taborek correlation at the total system heat flux. I
disagree with this interpretation. He refers to the example problem
in the Steiner and Taborek paper. The example states that a con-
stant heat flux of 60 kW/m2 is applied to the tube wall. The nucle-
ate boiling coefficient is evaluated at 20 kW/m2, which is the
‘‘normalized heat flux’’ for the nucleate boiling correlation. Actu-
ally, an iterative procedure is required to fully work the example.
This would involve assumingqnb @or (Tw2Tsat)] and iterating
until the assumed and calculated values agree. The example
merely illustrated the calculation steps.

I believe that the subject addressed in my Technical Note can
lead to considerable confusion~and error!on the part of correla-
tion users, unless it is clearly specified how the correlations are to
be applied. Commentary to avoid such confusion was the sole
purpose of writing the Technical Note. I have high respect for
Prof. Thome both personally and professionally.

1208 Õ Vol. 125, DECEMBER 2003 Copyright © 2003 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of
Heat Transfer Erratum

Erratum: ‘‘Measuring Thermal and Thermoelectric Properties of
One-Dimensional Nanostructures Using a Microfabricated Device’’

†Journal of Heat Transfer, 2003, 125„5…, pp. 881–888‡

Li Shi, Deyu Li, Choongho Yu, Wanyoung Jang, Dohyung Kim, Zhen Yao, Philip Kim,
and Arunava Majumdar

The correct affiliation for Wanyoung Jang and Zhen Yao is as follows: Department of Physics, Center for Nano and Molecular
Science and Technology, University of Texas at Austin, Austin, TX 78712

Copyright © 2003 by ASMEJournal of Heat Transfer DECEMBER 2003, Vol. 125 Õ 1209

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


